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Designing (DC)NNs
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[Sources: ImageNet Database (http://www.image-net.org/), Wikimedia Commons]



NN’s Hardware Demands

• AlexNet [2012]
– 650,000 neurons 
– 60 million parameters (249 MB)
– 1.5 billion floating point operations to classify one image
– Training: 5-6 days on 2 GTX 580 GPUs

• AlphaGo
– Training: > 4 weeks on 50 GPUs

Ø Massive GPU clusters

7

[Krizhevsky, A., Sutskever, I., Hinton, G.E.: Imagenet classification with deep 
convolutional neural networks. In: Advances in neural information processing systems, 
pp. 1097–1105 (2012) ]



FPGAs 

• Configurable Hardware
– Customize operations, connections, data reuse
– Can’t compete with GPUs on raw floating-point performance, but…

– For small fixed-point or binary operations, FPGAs are great

8

XNOR-Net: ImageNet Classification Using
Binary Convolutional Neural Networks

Mohammad Rastegari1(B), Vicente Ordonez1, Joseph Redmon2,
and Ali Farhadi1,2

1 Allen Institute for AI, Seattle, USA
{mohammadr,vicenteor}@allenai.org

2 University of Washington, Seattle, USA
{pjreddie,ali}@cs.washington.edu

Abstract. We propose two efficient approximations to standard
convolutional neural networks: Binary-Weight-Networks and XNOR-
Networks. In Binary-Weight-Networks, the filters are approximated with
binary values resulting in 32× memory saving. In XNOR-Networks, both
the filters and the input to convolutional layers are binary. XNOR-
Networks approximate convolutions using primarily binary operations.
This results in 58× faster convolutional operations (in terms of num-
ber of the high precision operations) and 32× memory savings. XNOR-
Nets offer the possibility of running state-of-the-art networks on CPUs
(rather than GPUs) in real-time. Our binary networks are simple, accu-
rate, efficient, and work on challenging visual tasks. We evaluate our
approach on the ImageNet classification task. The classification accu-
racy with a Binary-Weight-Network version of AlexNet is the same as
the full-precision AlexNet. We compare our method with recent network
binarization methods, BinaryConnect and BinaryNets, and outperform
these methods by large margins on ImageNet, more than 16% in top-1
accuracy. Our code is available at: http://allenai.org/plato/xnornet.

1 Introduction

Deep neural networks (DNN) have shown significant improvements in sev-
eral application domains including computer vision and speech recognition.
In computer vision, a particular type of DNN, known as Convolutional
Neural Networks (CNN), have demonstrated state-of-the-art results in object
recognition [1–4] and detection [5–7].

Convolutional neural networks show reliable results on object recognition
and detection that are useful in real world applications. Concurrent to the recent
progress in recognition, interesting advancements have been happening in virtual
reality (VR by Oculus) [8], augmented reality (AR by HoloLens) [9], and smart
wearable devices. Putting these two pieces together, we argue that it is the right
time to equip smart portable devices with the power of state-of-the-art recogni-
tion systems. However, CNN-based recognition systems need large amounts of

c⃝ Springer International Publishing AG 2016
B. Leibe et al. (Eds.): ECCV 2016, Part IV, LNCS 9908, pp. 525–542, 2016.
DOI: 10.1007/978-3-319-46493-0 32
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Abstract
We introduce a method to train Binarized Neu-
ral Networks (BNNs) - neural networks with bi-
nary weights and activations at run-time. At
training-time the binary weights and activations
are used for computing the parameters gradi-
ents. During the forward pass, BNNs drastically
reduce memory size and accesses, and replace
most arithmetic operations with bit-wise opera-
tions, which is expected to substantially improve
power-efficiency. To validate the effectiveness of
BNNs we conduct two sets of experiments on the
Torch7 and Theano frameworks. On both, BNNs
achieved nearly state-of-the-art results over the
MNIST, CIFAR-10 and SVHN datasets. Last but
not least, we wrote a binary matrix multiplication
GPU kernel with which it is possible to run our
MNIST BNN 7 times faster than with an unopti-
mized GPU kernel, without suffering any loss in
classification accuracy. The code for training and
running our BNNs is available on-line.

Introduction
Deep Neural Networks (DNNs) have substantially pushed
Artificial Intelligence (AI) limits in a wide range of tasks,
including but not limited to object recognition from im-
ages (Krizhevsky et al., 2012; Szegedy et al., 2014), speech
recognition (Hinton et al., 2012; Sainath et al., 2013), sta-

tistical machine translation (Devlin et al., 2014; Sutskever
et al., 2014; Bahdanau et al., 2015), Atari and Go games
(Mnih et al., 2015; Silver et al., 2016), and even abstract
art (Mordvintsev et al., 2015).

Today, DNNs are almost exclusively trained on one or
many very fast and power-hungry Graphic Processing
Units (GPUs) (Coates et al., 2013). As a result, it is of-
ten a challenge to run DNNs on target low-power devices,
and substantial research efforts are invested in speeding
up DNNs at run-time on both general-purpose (Vanhoucke
et al., 2011; Gong et al., 2014; Romero et al., 2014; Han
et al., 2015) and specialized computer hardware (Farabet
et al., 2011a;b; Pham et al., 2012; Chen et al., 2014a;b;
Esser et al., 2015).

This paper makes the following contributions:

• We introduce a method to train Binarized-Neural-
Networks (BNNs), neural networks with binary
weights and activations, at run-time, and when com-
puting the parameters gradients at train-time (see Sec-
tion 1).

• We conduct two sets of experiments, each imple-
mented on a different framework, namely Torch7
(Collobert et al., 2011) and Theano (Bergstra et al.,
2010; Bastien et al., 2012), which show that it is pos-
sible to train BNNs on MNIST, CIFAR-10 and SVHN
and achieve nearly state-of-the-art results (see Section
2).

• We show that during the forward pass (both at run-
time and train-time), BNNs drastically reduce mem-
ory consumption (size and number of accesses), and
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PG CustoNN (1): Neural Networks on FPGAs

• Research current approaches to fixed-point / binary NNs

• Implement efficient inference architecture on FPGA

9

Weights � {0, 1}
Inputs � {0, 1}
Operations � {XNOR, bitcount}

Architecture Template
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CustoNN (2): Fully Custom Neural Networks

• Inference uses the same NN with the same weights over and 
over again…
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Our Infrastructure

• 2 Clusters with latest FPGA technology
– xcl-cluster

§ 8 nodes
§ Each with 2 different Xilinx FPGAs

– harp-cluster
§ 10 nodes
§ 2nd generation Intel Xeon+FPGA prototype 

– worldwide first academic installation

• Programming FPGAs with OpenCL
– It finally works... on both platforms
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CustoNN - Summary

• Project Group for CS and CE students

• Goals
– Explore + evaluate NN architectures + learning strategies specifically 

adapted to FPGAs

• Fields of interest
– Neural networks / deep learning
– OpenCL or other accelerator languages
– Accelerator architectures

• Supervisors
– Christian Plessl, christian.plessl (at) uni-paderborn.de
– Tobias Kenter, kenter (at) uni-paderborn.de, � 05251/60-4340
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Ø Fixed-point / binary inference architecture on FPGA
Ø Fully custom neural network on FPGA


