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Definition of Benchmark

The definition of Benchmark by Merriam-Webster:
a standardized problem or test that serves as a basis for evaluation or 
comparison (as of computer system performance)

• Tool to allow a quantitative comparison
• Benchmarking variants of an application program as well as computer 

systems
• Performance benchmarking often called performance evaluation
• Enables a progress in development by defining measurable and 

repeatable objectives
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Sources of Benchmark Programs

• Standard Performance Evaluation Corporation (SPEC)
https://www.spec.org

• NASA Ames Parallel Benchmarks
https://www.nas.nasa.gov/publications/npb.html

• Intel MPI Benchmarks
https://software.intel.com/en-us/articles/intel-mpi-benchmarks

• OSU Micro-Benchmarks (OSB)
• Top500 Supercomputer Sites

https://www.top500.org
• High Performance Conjugate Gradients (HPCG)

http://www.hpcg-benchmark.org/
• HPGMG
• Graph500

https://graph500.org
• STREAM: Sustainable Memory Bandwidth in High Performance Computers

https://www.cs.virginia.edu/stream/
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Benchmarking of HPC Systems

• Where benchmarking can help
– to know the performance of my favorite application on a certain system,
– to find the fastest / most efficient HPC system for a set of applications,
– to design/build a better HPC system.

• Why do the answers are depending on the application?
– Applications have different requirements on compute, communication, file I/O, 

and other resources.
– HPC systems are very different in their performance characteristics.

• How a benchmark program looks like?
– Typically the execution time of an application is quite long and it also depends 

on the input instance.
– A benchmark program is a representative of an application but with less 

runtime and a suitable input.
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There is no progress if you can‘t measure it

• Quite simply, what gets measured gets done.
• Knowing that something is being monitored causes us to work harder and 

perform better - called the Hawthorne Effect.

• This is also valid for application development and computer system 
development.
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How to build a benchmark program

• A Benchmark represents an application
– Represents a real problem
– Benchmark runtime correlates with runtime of the application (improvements 

can also been seen in the application)
• Keep the benchmark simple

– Easy to compile, run, and understand.
– Moderate requirements on main memory and file space (if it is not explicitly 

under investigation).
– Runtime should be adjustable.

• Think in open source
– Source code and reference performance data should be free to download and 

measured performance can be shared.
– Avoid proprietary parts in the source and data
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Make your life easier

• Avoid hard restrictions in required numbers of processes and threads 
(nodes and cores)

• Provide a test input and a small input to support functionality check and 
performance tuning

• Show progress information in case of expected long runtimes
• Clear and unique file naming of outputs

J. Simon - Architecture of Parallel Computer Systems SoSe 2018 < 8 >

Which numbers are of interest?

• Basic performance metrics
– Time (e.g. Floating-Point operations per second)
– Energy (e.g. performance per Joule)
– Cost (e.g. performance per €)

• Derived performance numbers
– Performance related to reference performance (speedup, efficiency)
– Sustained performance related to peak performance
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Analysis and Reporting of Performance Data

• Statistic values
– Arithmetic mean

strongly influenced by large values

– Harmonic mean
strongly influenced by small values

– Geometric mean
each value is equivalent important

• Tables, diagrams, …
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Omni Path: MPI bandwidth (p-t-p)

OSU Bandwidth values
based on Intel® Xeon® 
CPU E5-2697 v4 processor.
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Omni Path: NAMD Benchmark

each 2 x E5-2697v3, 
2.6GHz, 14 Cores
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12 ways to fool the scientist (with performance evaluation)

• use benchmark applications unknown to others; give no reference
• use applications that have the same name as known benchmarks, but that show 

better performance of your innovation
• use only those benchmarks out of a suite that show good performance on your 

novel technique
• use only the benchmarks out of the suite that don’t break your technique
• modify the benchmark source code
• change data set parameters
• use the “debug” data set 
• use a few loops out of the full programs only
• measure loop performance but label it as the full application
• don’t mention in your paper why you have chosen the benchmarks in this way 

and what changes you have made
• time the interesting part of the program only; exclude overheads
• measure interesting overheads only, exclude large unwanted items
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Spec CPU

• SPEC CPU®2006 (retired, replaced by SPEC CPU®2017)
• Includes SPECint® and SPECfp® benchmark suite
• Several programs are included in each benchmark suite
• C99, C++98 compilers and for SPECfp additionally Fortran 95 compiler
• SPECspeed® and SPECrate® metrics for single and multiple tasks 

measurements
• Reports the geometric mean of the relative runtimes
• Designed to fit within about 2 GiB physical memory for each task you plan 

to run
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Spec CPU

Benchmark Lang. Application Domain
400.Perlbench C PERL Programming Language

401.bzip2 C Compression 

403.gcc C C Compiler 

429.mcf C Combinatorial Optimization 

445.gobmk C Artificial Intelligence: go

456.hmmer C Search Gene Sequence

458.sjeng C Artificial Intelligence: chess

462.libquantum C Physics: Quantum Computing 

464.h264ref C Video Compression

471.omnetpp C++ Discrete Event Simulation 

473.astar C++ Path-finding Algorithms 

483.xalancbmk C++ XML Processing 

SPECint: Integer Benchmarks

Benchmark Language Application Domain
410.Bwaves Fortran Fluid Dynamics 
416.gamess Fortran Quantum Chemistry 
433.milc C Physics: Quantum Chromodynamics
434.zeusmp Fortran Physics / CFD
435.gromacs C/Fortran Biochemistry/Molecular Dynamics 
436.cactusADM C/Fortran Physics / General Relativity 
437.leslie3d Fortran Fluid Dynamics 
444.namd C++ Biology / Molecular Dynamics 
447.dealII C++ Finite Element Analysis 
450.soplex C++ Linear Programming, Optimization 
453.povray C++ Image Ray-tracing 
454.calculix C/Fortran Structural Mechanics 
459.GemsFDTD Fortran Computational Electromagnetics 
465.tonto Fortran Quantum Chemistry 
470.lbm C Fluid Dynamics 
481.wrf C/Fortran Weather Prediction 
482.sphinx3 C Speech recognition 

SPEC: Floating-Point Benchmarks
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SPEC CFP2006: Intel Gold 6148
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SPEC CFP2006: Intel Gold 6148 (cont.)

…
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Spec OMP

• SPEC OMP®2012
• Based on OpenMP3.1
• C99, C++98, and Fortran 95 compilers
• Optional metric for power measurement
• Only one class of benchmark - SPEC OMPG2012
• Designed to fit within about 28 GiB physical memory
• Benchmarks emphasize the performance of

– the processors and the interconnect between the processor
– the memory architecture
– the parallel support libraries
– the compilers
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SPEC omp

Benchmark
350.Md

Language
Fortran

Application Domain
Physics: Molecular Dynamics 

351.bwaves Fortran Physics: Computational Fluid Dynamics (CFD) 
352.nab C Molecular Modeling 
357.bt331 Fortran Physics: Computational Fluid Dynamics (CFD)
358.botsalgn C Protein Alignment
359.botsspar C Sparse LU
360.ilbdc Fortran Lattic Boltzmann
362.fma3d Fortran Mechanical Response Simulation 
363.swim Fortran Weather Prediction
367.imagick C Image Processing
370.mgrid331 Fortran Physics: Computational Fluid Dynamics (CFD)
371.applu331 Fortran Physics: Computational Fluid Dynamics (CFD)
372.smithwa C Optimal Pattern Matching
376.kdtree C++ Sorting and Searching
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SPEC OMPG2012: Intel Gold 6148
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SPEC OMPG2012: Intel Gold 6148
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SPEC OMPG2012: Intel Gold 6148
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Spec MPI

• SPEC MPI®2007
• Focus on MPI-parallel, floating-point, and compute intensive applications
• Fortran 95 or later, C99, C++98, and MPI library is required
• MPI®M2007 medium size benchmark 
• MPI®L2007 large size benchmark

– designed scaling up to 2048 ranks
– fit within about 2 GiB physical memory per rank
– minimum officially support rank count is 64
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Benchmark Application of Spec MPI
Benchmark Suite Language Application Domain
104.Milc medium C Physics: Quantum Chromodynamics (QCD) 
107.leslie3d medium Fortran Computational Fluid Dynamics (CFD) 
113.GemsFDTD medium Fortran Computational Electromagnetics (CEM) 
115.fds4 medium C/Fortran Computational Fluid Dynamics (CFD) 
121.pop2 medium, large C/Fortran Ocean Modeling
122.tachyon medium, large C Graphics: Parallel Ray Tracing
125.RAxML Large C DNA Matching
126.lammps medium, large C++ Molecular Dynamics Simulation
127.wrf2 Medium C/Fortran Weather Prediction 
128.GAPgeofem medium, large C/Fortran Heat Transfer using Finite Element Methods (FEM)
129.tera_tf medium, large Fortran 3D Eulerian Hydrodynamics 
130.socorro Medium C/Fortran Molecular Dynamics using Density-Functional Theory (DFT) 
132.zeusmp2 medium, large C/Fortran Physics: Computational Fluid Dynamics (CFD)
137.lu medium, large Fortran Computational Fluid Dynamics (CFD)
142.dmilc large C Physics: Quantum Chromodynamics (QCD) 
143.dleslie large Fortran Computational Fluid Dynamics (CFD) 
145.lGemsFDTD large Fortran Computational Electromagnetics (CEM) 
147.l2wrf2 large C/Fortran Weather Prediction 
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Spec MPIL2007: Intel Gold 6148
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Spec MPIL2007: Intel Gold 6148 (cont.)
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Spec MPIL2007: Intel Gold 6148 (cont.)



14

J. Simon - Architecture of Parallel Computer Systems SoSe 2018 < 27 >

Memory Bandwith: STREAM Benchmark

• Created by John D. McCalpin in 1991
• Intended to be an extremely simplified representation of low-compute-

intensity, long-vector operations characteristic of applications
• Vector operations are (i=1..N)

o Copy: C[i] = A[i]
o Scale: B[i] = scalar * C[i]
o Add: C[i] = A[i] + B[i]
o Triad: A[i] = B[i] + scalar * C[i]

• Length of the vectors N can vary
• Choose N to make each array >> cache size
• Each operation is separately timed (output in MByte/s)
• OpenMP version available
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NAS Parallel Benchmarks (NPB)

• Benchmarks derived from computational fluid dynamics (CFD) 
applications

• NPB 1 consists of five kernels and three pseudo-applications
• Extended to include benchmarks for unstructured adaptive mesh, parallel 

I/O, multi-zone applications, and computational grids
• Reference implementations of NPB are available

– Serial version
– Hybrid MPI and OpenMP version
– Nested OpenMP version

• Reported measuring unit is MFlop/s
• Different problem classes / problem sizes (S, W, A, .., F)
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NPB Suite

• Multi-zone versions
– Multiple levels of parallism in applications
– Effectivenes of multi-level and hybrid parallelization paradigms
– Derived from single-zone pseudo application of NPB 1
BT-MZ – uneven-size zones within a problem class, increased number of zones 
as problem class grows
SP-MZ – even-size zones within a problem class, increased number of zones as 
problem class grows
LU-MZ – even-size zones within a problem class, a fixed number of zones for all 
problem classes
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Exercises

• STREAM-Benchmark
– Use the OpenMP version of the benchmark to analyze the performance of 

the ARMINIUS system.
– What are the advantages and disadvantages of processor binding?
– How to get the most performance out of a single ARMINIUS node?

• NAS Parallel Benchmark
– Compile and run the OpenMP version of the NPB Multi-Zone on ARMINIUS


