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Basis Set Representation
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System size {Nel, M}, P [MxM], C [MxN]

KS total energy

Variational 
principle 

Constrained 
minimisation 

problem

K(C)C = T(C) + Vext(C) + EH(C) + Exc(C) = SC�

Matrix formulation of the KS equations

KS matrix formulation when the wavefunction is expanded into a basis
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P = PSP

E[{�i}] = T [{�i}] + Eext[n] + EH[n] + EXC[n] + EII



Classes of Basis Sets
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  Extended basis sets, PW : condensed matter 

  Localised basis sets centred at atomic positions, GTO  

 Mixed (GTO+PW) to take best of two worlds, GPW 

 Augmented basis set, GAPW:  separated hard and soft density domains 

Idea of GPW: auxiliary basis set to represent the density



GPW Ingredients
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 Gaussian basis sets (many terms analytic) 

 Pseudo potentials 

 Plane waves auxiliary basis for Coulomb integrals  

 Regular grids and FFT for the density 

 Sparse matrices (KS and P) 

 Efficient screening

⇥i(r) =
�

�

C�i��(r) �↵(r) =
X

m

dm↵gm(r) gm(r) = xmxymyzmze�↵mr2

linear scaling KS matrix computation for GTO

G. Lippert et al, Molecular Physics, 92, 477, 1997 
J. VandeVondele et al, Comp. Phys. Comm.,167 (2), 103, 2005



Basis Set library
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GTH_BASIS_SETS ; BASIS_MOLOPT ; EMSL_BASIS_SETS
 O  SZV-MOLOPT-GTH SZV-MOLOPT-GTH-q6
 1
 2 0 1 7 1 1
     12.015954705512 -0.060190841200  0.036543638800
      5.108150287385 -0.129597923300  0.120927648700
      2.048398039874  0.118175889400  0.251093670300
      0.832381575582  0.462964485000  0.352639910300
      0.352316246455  0.450353782600  0.294708645200
      0.142977330880  0.092715833600  0.173039869300
      0.046760918300 -0.000255945800  0.009726110600
#
 O  DZVP-MOLOPT-GTH DZVP-MOLOPT-GTH-q6
 1
 2 0 2 7 2 2 1
     12.015954705512 -0.060190841200  0.065738617900  0.036543638800 -0.034210557400  0.014807054400
      5.108150287385 -0.129597923300  0.110885902200  0.120927648700 -0.120619770900  0.068186159300
      2.048398039874  0.118175889400 -0.053732406400  0.251093670300 -0.213719464600  0.290576499200
      0.832381575582  0.462964485000 -0.572670666200  0.352639910300 -0.473674858400  1.063344189500
      0.352316246455  0.450353782600  0.186760006700  0.294708645200  0.484848376400  0.307656114200
      0.142977330880  0.092715833600  0.387201458600  0.173039869300  0.717465919700  0.318346834400
      0.046760918300 -0.000255945800  0.003825849600  0.009726110600  0.032498979400 -0.005771736600
#
 O  TZVP-MOLOPT-GTH TZVP-MOLOPT-GTH-q6
 1
 2 0 2 7 3 3 1
     12.015954705512 -0.060190841200  0.065738617900  0.041006765400  0.036543638800 -0.034210557400 -0.000592640200  0.014807054400
      5.108150287385 -0.129597923300  0.110885902200  0.080644802300  0.120927648700 -0.120619770900  0.009852349400  0.068186159300
      2.048398039874  0.118175889400 -0.053732406400 -0.067639801700  0.251093670300 -0.213719464600  0.001286509800  0.290576499200
      0.832381575582  0.462964485000 -0.572670666200 -0.435078312800  0.352639910300 -0.473674858400 -0.021872639500  1.063344189500
      0.352316246455  0.450353782600  0.186760006700  0.722792798300  0.294708645200  0.484848376400  0.530504764700  0.307656114200
      0.142977330880  0.092715833600  0.387201458600 -0.521378340700  0.173039869300  0.717465919700 -0.436184043700  0.318346834400
      0.046760918300 -0.000255945800  0.003825849600  0.175643142900  0.009726110600  0.032498979400  0.073329259500 -0.005771736600

 O SZV-GTH
  1
  2  0  1  4  1  1
        8.3043855492   0.1510165999  -0.0995679273
        2.4579484191  -0.0393195364  -0.3011422449
        0.7597373434  -0.6971724029  -0.4750857083
        0.2136388632  -0.3841133622  -0.3798777957
#
O DZVP-GTH
  2
  2  0  1  4  2  2
        8.3043855492   0.1510165999   0.0000000000  -0.0995679273   0.0000000000
        2.4579484191  -0.0393195364   0.0000000000  -0.3011422449   0.0000000000
        0.7597373434  -0.6971724029   0.0000000000  -0.4750857083   0.0000000000
        0.2136388632  -0.3841133622   1.0000000000  -0.3798777957   1.0000000000
  3  2  2  1  1
        1.1850000000   1.0000000000
#
O TZVP-GTH
  2
  2  0  1  5  3  3
       10.2674419938   0.0989598460   0.0000000000   0.0000000000  -0.0595856940   0.0000000000   0.0000000000
        3.7480495696   0.1041178339   0.0000000000   0.0000000000  -0.1875649045   0.0000000000   0.0000000000
        1.3308337704  -0.3808255700   0.0000000000   0.0000000000  -0.3700707718   0.0000000000   0.0000000000
        0.4556802254  -0.6232449802   1.0000000000   0.0000000000  -0.4204922615   1.0000000000   0.0000000000
        0.1462920596  -0.1677863491   0.0000000000   1.0000000000  -0.2313901687   0.0000000000   1.0000000000
  3  2  2  1  1
        1.1850000000   1.0000000000

  O  6-31Gx 6-31G*
  4
  1  0  0  6  1
       5484.67170000          0.00183110
        825.23495000          0.01395010
        188.04696000          0.06844510
         52.96450000          0.23271430
         16.89757000          0.47019300
          5.79963530          0.35852090
  1  0  1  3  1  1
         15.53961600         -0.11077750          0.07087430
          3.59993360         -0.14802630          0.33975280
          1.01376180          1.13076700          0.72715860
  1  0  1  1  1  1
          0.27000580          1.00000000          1.00000000
  1  2  2  1  1
          0.80000000          1.00000000
#
O  6-31Gxx 6-31G**
  4
  1  0  0  6  1
       5484.67170000          0.00183110
        825.23495000          0.01395010
        188.04696000          0.06844510
         52.96450000          0.23271430
         16.89757000          0.47019300
          5.79963530          0.35852090
  1  0  1  3  1  1
         15.53961600         -0.11077750          0.07087430
          3.59993360         -0.14802630          0.33975280
          1.01376180          1.13076700          0.72715860
  1  0  1  1  1  1
          0.27000580          1.00000000          1.00000000
  1  2  2  1  1
          0.80000000          1.00000000

  O  6-311++G3df3pd    6-311++G(3df,3pd)
  9
  1  0  0  6  1
       8588.50000000          0.00189515
       1297.23000000          0.01438590
        299.29600000          0.07073200
         87.37710000          0.24000100
         25.67890000          0.59479700
          3.74004000          0.28080200
  1  0  1  3  1  1
         42.11750000          0.11388900          0.03651140
          9.62837000          0.92081100          0.23715300
          2.85332000         -0.00327447          0.81970200
  1  0  1  1  1  1
          0.90566100          1.00000000          1.00000000
  1  0  1  1  1  1
          0.25561100          1.00000000          1.00000000
  1  2  2  1  1
          5.16000000          1.00000000
  1  2  2  1  1
          1.29200000          1.00000000
  1  2  2  1  1
          0.32250000          1.00000000
  1  3  3  1  1
          1.40000000          1.00000000
  1  0  1  1  1  1
          0.08450000          1.00000000          1.00000000



GTO in CP2K
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Tools for the optimisation of GTO basis sets are 
available in cp2k, based on atomic and molecular 

electronic structure calculations

 The repository contains several GTO libraries

cp2k/data/ 
ALL_BASIS_SETS         BASIS_RI_cc-TZ         GTH_POTENTIALS         dftd3.dat 
ALL_POTENTIALS         BASIS_SET              HFX_BASIS              nm12_parameters.xml 
BASIS_ADMM             BASIS_ZIJLSTRA         HF_POTENTIALS          rVV10_kernel_table.dat 
BASIS_ADMM_MOLOPT      DFTB                   MM_POTENTIAL           t_c_g.dat 
BASIS_LRIGPW_AUXMOLOPT ECP_POTENTIALS         NLCC_POTENTIALS        t_sh_p_s_c.dat 
BASIS_MOLOPT           EMSL_BASIS_SETS        POTENTIAL              vdW_kernel_table.dat 
BASIS_MOLOPT_UCL       GTH_BASIS_SETS         README 



Generate GTO basis set
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&ATOM 
  ELEMENT Ru 
  RUN_TYPE BASIS_OPTIMIZATION 
  ELECTRON_CONFIGURATION  CORE 4d7 5s1 
  CORE [Kr] 
  MAX_ANGULAR_MOMENTUM 2 
  &METHOD 
     METHOD_TYPE  KOHN-SHAM 
     &XC 
       &XC_FUNCTIONAL 
         &PBE 
         &END 
       &END XC_FUNCTIONAL 
     &END XC 
  &END METHOD 
  &OPTIMIZATION 
    EPS_SCF 1.e-8 
  &END OPTIMIZATION 
  &PP_BASIS 
   NUM_GTO  6 6 6 
   S_EXPONENTS 3.73260 1.83419 0.80906 0.34515 
0.13836 0.04967 
   P_EXPONENTS 3.73260 1.83419 0.80906 0.34515 
0.13836 0.04967 
   D_EXPONENTS 3.73260 1.83419 0.80906 0.34515 
0.13836 0.04967 
   EPS_EIGENVALUE 1.E-14 
  &END PP_BASIS 

  &POTENTIAL 
    PSEUDO_TYPE GTH 
    &GTH_POTENTIAL 
   1     0    7 
    0.61211332  1  5.04489332 
   3 
    0.6421504 2 4.625563 -1.8033490 
                          2.32811359 
    0.6793665 2 3.233952 -2.42101064 
                          2.86457842 
    0.3805972 2 -15.5316  13.58045054 
                         -15.39878349 
    &END GTH_POTENTIAL 
    CONFINEMENT   0.5  20.00  4.5 
  &END POTENTIAL 
  &POWELL 
     ACCURACY   1.e-8 
     STEP_SIZE  1.0 
  &END POWELL 
&END ATOM



GTH PP for O: 6 val. el.
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&ATOM 

  ELEMENT O 
  RUN_TYPE  PSEUDOPOTENTIAL_OPTIMIZATION 

  ELECTRON_CONFIGURATION  [He] 2s2 2p4 
  CORE [He] 
  MAX_ANGULAR_MOMENTUM 2 

  COULOMB_INTEGRALS ANALYTIC 
  EXCHANGE_INTEGRALS ANALYTIC 

  &METHOD 
     METHOD_TYPE  KOHN-SHAM 
     RELATIVISTIC DKH(2) 
     &XC 
       &XC_FUNCTIONAL PBE0 
       &END XC_FUNCTIONAL 
     &END XC 
  &END METHOD 
  &OPTIMIZATION 
    EPS_SCF 1.e-10 
  &END 
  &PRINT 
    &BASIS_SET 
    &END 
  &END 

  &AE_BASIS 
     BASIS_TYPE GEOMETRICAL_GTO 
  &END AE_BASIS 
  &PP_BASIS 
     BASIS_TYPE GEOMETRICAL_GTO 
  &END PP_BASIS 
  &POTENTIAL 
    PSEUDO_TYPE GTH 
    &GTH_POTENTIAL 
     2    4 
     0.24455430  2 -16.66721480 2.48731132 
     2 
     0.22095592  1  18.33745811 
     0.21133247  0 
    &END GTH_POTENTIAL 
  &END POTENTIAL 

  &POWELL 
     ACCURACY   1.e-10 
     STEP_SIZE  0.5 
     WEIGHT_PSIR0 0.1 
  &END 

&END ATOM 



PP Library

9

GTH_POTENTIALS

Nel(s) Nel(p) Nel(d) ...

rPP
loc NC CPP

1 ... CPP
NC

Np

r1 n1
nl {h1

ij}ij=1...n1

r2 n2 {h2
ij}ij=1...n2

C GTH-BLYP-q4
    2    2
     0.33806609    2    -9.13626871     1.42925956
    2
     0.30232223    1     9.66551228
     0.28637912    0
#
N GTH-BLYP-q5
    2    3
     0.28287094    2   -12.73646720     1.95107926
    2
     0.25523449    1    13.67893172
     0.24313253    0

Few parameters

#
Al GTH-PBE-q3
    2    1
     0.45000000    1    -7.55476126
    2
     0.48743529    2     6.95993832    -1.88883584
                                        2.43847659
     0.56218949    1     1.86529857



GPW Functional
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Eel[n] =
⌃

µ�

Pµ�

⇥
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�����
1
2
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���� ⇥�

⇤

+ 2��
⌃
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⇤
+

⌃

R

V HXC
µ� (R)⇥⇥

µ�(R)

⇧

Linear scaling KS matrix 
construction 



CP2K DFT input
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&FORCE_EVAL 
 METHOD Quickstep 

 &DFT  
    BASIS_SET_FILE_NAME  GTH_BASIS_SETS 
    POTENTIAL_FILE_NAME GTH_POTENTIALS 
    LSD F 
    MULTIPLICITY 1 
    CHARGE 0 
    &MGRID 
       CUTOFF 300 
       REL_CUTOFF 50 
    &END MGRID 
    &QS  
      EPS_DEFAULT 1.0E-10 
    &END QS 
    &SCF 
      MAX_SCF    50 
      EPS_SCF    2.00E-06 
      SCF_GUESS  ATOMIC 
    &END SCF 
    &XC 
      &XC_FUNCTIONAL 
        &PBE 
        &END PBE 
      &END XC_FUNCTIONAL 

      &XC_GRID 
        XC_DERIV SPLINE2_smooth 
        XC_SMOOTH_RHO NN10 
      &END XC_GRID 
  &END XC 
 &END DFT 

 &SUBSYS 
   &CELL 
      PERIODIC XYZ 
      ABC 8. 8. 8. 
    &END CELL 
    &COORD 
    O   0.000000    0.000000   -0.065587 
    H   0.000000   -0.757136    0.520545 
    H   0.000000    0.757136    0.520545 
    &END COORD 
    &KIND H 
      BASIS_SET DZVP-GTH-PBE 
      POTENTIAL GTH-PBE-q1 
    &END KIND 
    &KIND O 
      BASIS_SET DZVP-GTH-PBE 
      POTENTIAL GTH-PBE-q6 
    &END KIND 
  &END SUBSYS 
&END FORCE_EVAL



Hard and Soft Densities
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Formaldehyde

  Pseudopotential  ➯ frozen core  

 Augmented PW ➯  separate regions (matching at edges)    
LAPW, LMTO (OK Andersen, PRB 12, 3060 (1975) 

 Dual representation ➯ localized orbitals and PW                              
PAW (PE Bloechl, PRB, 50, 17953 (1994))



Partitioning of the Density
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Gaussian Augmented Plane Waves

A

A

A

A
I

ñ(r) =
∑

µν

Pµνϕ̃µϕ̃ν →

∑

G

n̂(G)eiG·RnA(r) =
∑

µν

PµνχA
µ χA

ν

⎬
⎫
⎭

⎬
⎫
⎭

r ∈ I

r ∈ A

n(r) − ñ(r) = 0

nA(r) − ñA(r) = 0

n(r) − nA(r) = 0

ñ(r) − ñA(r) = 0

−

∑

A

ñAn = ñ +
∑

A

nA

n(r) =
X

µ⌫

Pµ⌫'µ(r)'⌫(r)



Χµ projection of φµ in ΩA 
through atom-dependent d’
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nA(r) =
∑

µν

PµνχA
µ χA

ν

χµ =
∑

α

d′Aµα gα(r)

{pα} λα = kαλmin ⟨pα|ϕµ⟩ =

∑

β

d′Aµβ⟨pα|gβ⟩

nA(r) =
∑

αβ

[

∑

µν

Pµνd′Aµαd′Aνβ

]

gα(r)gβ(r) =
∑

αβ

P ′A
αβ gα(r)gβ(r)

A
μ

ν μ ν
overlap in A 

Local Densities

projector basis (same size)



Density Dependent Terms:  XC
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A

=

∫

{

Ṽloc(r)ñ(r) +
∑

A

V
A
loc(r)nA(r) −

∑

A

Ṽ
A
loc(r)ñA(r)

}

∇n(r) = ∇ñ(r) +
∑

A

∇nA(r) −
∑

A

∇ñA(r)Gradient:

Semi-local functionals like local density approximation, generalised 
gradient approximation or meta-functionals

E[n] =

∫

Vloc(r)n(r) =

∫

{

Ṽloc(r) +
∑

A

V
A
loc(r) −

∑

A

Ṽ
A
loc(r)

}

×

{

ñ(r) +
∑

A

nA(r) −
∑

A

ñA(r)

}

dr



Density Dependent Terms:  ES
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A

Non local Coulomb operator

n
0(r) =

∑

A

n
0
A(r) =

∑

A

{

∑

L

QL
A gL

A(r)

}

QL
A =

∫

{

nA(r) − ñA(r) + nZ
A(r)

}

rlYlm(θφ)r2dr sin(θ)dθdφ

Same multipole expansion as the 
local densities

Compensation 
charge

V [ñ + n
0] +

∑

A

V [nA + n
Z
A] −

∑

A

V [ñA + n
0

A]

Interstitial region
Atomic region



GAPW Functionals
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on global grids 
via collocation + FFT

Analytic integrals 
Local Spherical Grids

Lippert et al., Theor. Chem. Acc. 103, 124 (1999);  
Krack et al, PCCP,  2, 2105 (2000)

Iannuzzi, Chassaing, Hutter, Chimia (2005);  
VandeVondele , Iannuzzi, Hutter, CSCM2005 proceedings

Exc[n] = Exc[ñ] +
∑

A

Exc[nA] −
∑

A

Exc[ñA]

EH [n + n
Z ] = EH [ñ + n

0] +
∑

A

EH [nA + n
Z
A] −

∑

A

EH [ñA + n
0]



Integrals on Atom Centered Grids
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Separation into radial and angular contributions

nA(r) =
X

↵�

PA
↵� r

l↵e�↵↵r2Yl↵m↵(✓,�) r
l�e�↵�r

2

Yl�m� (✓,�)

=
X

↵�

"
PA
↵� r

l↵+l�e�(↵↵+↵�)r
2 X

LM

C(↵,�, L,M)YLM (✓,�)

#

=
X

LM

2

4
X

↵�

n(r)
↵�(r)C(↵,�, L,M)

3

5YLM (✓,�)

h↵|V A
XC|�i h↵|V A

H
|�i integrated numerically on spherical grids

Radial : Gauss-Chebyshev quadrature 
Angular : Lebedev quadrature

Clebsch-Gordon expansion 



GAPW Input
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    &QS 
      EXTRAPOLATION ASPC 
      EXTRAPOLATION_ORDER 4 
      EPS_DEFAULT 1.0E-12 
      METHOD GAPW  
      EPS_DEFAULT 1.0E-12 
      QUADRATURE   GC_LOG 
      EPSFIT       1.E-4 
      EPSISO       1.0E-12 
      EPSRHO0      1.E-8 
      LMAXN0       4 
      LMAXN1       6 
      ALPHA0_H     10 
   &END QS

    &KIND O 
      BASIS_SET DZVP-MOLOPT-GTH-q6 
      POTENTIAL GTH-BLYP-q6 
      LEBEDEV_GRID 80 
      RADIAL_GRID 200 
    &END KIND 
    &KIND O1 
      ELEMENT O 
#      BASIS_SET 6-311++G2d2p 
      BASIS_SET 6-311G** 
      POTENTIAL ALL 
      LEBEDEV_GRID 80 
      RADIAL_GRID 200 
    &END KIND

&DFT 
   … 

&END DFT 

&SUBSYS 
   … 

&END SUBSYS 



All-electron Calculations:CP2K vs G03
A
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Energy Functional Minimisation
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Standard: Diagonalisation + mixing (DIIS, Pulay, J. Comput. Chem. 3, 
556,(1982); iterative diag. Kresse G. et al, PRB, 54(16), 11169, (1996) )  

Direct optimisation: Orbital rotations (maximally localised 
Wannier functions) 

Linear scaling methods: Efficiency depends on sparsity of P ( S. 
Goedecker, Rev. Mod. Phys. 71, 1085,(1999))

P(r, r⇥) � e�c
⇥

Egap|r�r�|

Example: DNA Crystal

2388 atoms, 3960 orbitals, 38688 BSF (TZV(2d,2p))
density matrix, overlap matrix

28

P

S
Pµ� =

�

pq

S�1
µp S�1

q�

⇥⇥
�p(r)P(r, r�)�q(r⇥)drdr⇥

C� = arg min
C

�
E(C) : CT SC = 1

⇥



OT Performance
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Refined preconditioner, most effective during MD of large systems with well 
conditioned basis sets 

  

But OT is hard to beat !

Improved Single Inverse 
Preconditioner

Preconditioner Solver based on 
an inverse update.

Refined preconditioner, most effective during MD of large systems with well conditioned 
basis sets

Schiffmann, VandeVondele, JCP 142 244117 (2015) 
Schiffmann, VandeVondele, JCP 142 244117 (2015)  

on Daint (XC30) 

 3844 nodes  

(8 cores + 1 GPU) 



OT  input

23

    &SCF                                  
      EPS_SCF     1.01E-07 
      &OUTER_SCF                                             
        MAX_SCF 20                    
        EPS_SCF     1.01E-07 
      &END OUTER_SCF                      
      SCF_GUESS RESTART 
      MAX_SCF 20 
      &OT                                 
        MINIMIZER DIIS 
        PRECONDITIONER FULL_ALL 
      &END OT 
    &END SCF 
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Eband =
�

n

1
⇥BZ

⇥

BZ
�nk�(�nk � Ef )d3k ⇥

�

n

�

k

wk�nk�(�nk � Ef )d3k

Rh band structure

Ef

Ef

CKS and 𝝐KS needed

charge sloshing and exceedingly slow convergence

 Wavefunction must be orthogonal to unoccupied bands close in energy 

 Discontinuous occupancies generate instability (large variations in n(r)) 

 Integration over k-points and iterative diagonalisation schemes
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F (T ) = E �
�

n

kBTS(fn)

E no longer variational with respect to fn 
Mermin functional: minimise the free energy

S(fn) = �[fn ln fn + (1� fn) ln(1� fn)]

Any smooth operator that allows accurate S(fn)  to recover the T=0 result

fn

⇤
�n � Ef

kT

⌅
=

1

exp
�

�n�Ef

kBT

⇥
+ 1

Fermi-Dirac

Step function replaced by smooth-varying function (incl. unocc)



Mixing in G-space
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Trial density mixed with previous densities and residuals

ninp
m+1 = ninp

m +GIR[ninp
m ] +

m�1X

i=1

↵i

�
�ni +GI�Ri

�

R[ninp] = nout[ninp]� ninpResidual

minimise the residual

Charge sloshing instabilities: small G, degenerate 
states, long-range n(r) oscillations

Kerker : damping oscillations at small G w(G) =
|G|2

|G|2 + �

nnew =
X

i

↵in
inp
i

⇥
J�1

⇤m |�Rmi = �|�nmi

⇥
J�1

⇤1
=



Iterative Improvement of the the n(r)
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Input density matrix 
  

Update of KS Hamiltonian

diagonalization plus iterative refinement 

Calculation of Fermi energy and occupations 

New density matrix

Check convergence

Density mixing

CPU Time

Time[s]/SCF cycle on 256 CPUs IBM Power 5 : 116.2

Pin
↵� ! nin(r)

Cn "n

Ef fn

Pout
↵� ! nout(r)

max
�
Pout

↵� �Pin
↵�

 

nout nin nh . . . ! nnew

Pout
↵� nnew(r)



Rhodium: Bulk and Surface
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E-Ef [eV]
-8 -4 0 4 8

DZVP

DZVP

SZVP

SZV

Q9

Q17

Rh(111) d-projected 
LDOSRhodium: Bulk and Surface

d-projected LDOS

Basis PP a0 [Å] B[GPa] Es[eV/Å2] Wf [eV]

3s2p2df 17e 3.80 258.3 0.186 5.11
2s2p2df 9e 3.83 242.6 0.172 5.14
2sp2d 9e 3.85 230.2 0.167 5.20
spd 9e 3.87 224.4 0.164 5.15

Minimal model for Rh(111) surface:
4 layer slab, 576 Rh atoms, 5184 electrons, 8640 basis function

Bulk: 4x4x4

Surface: 6x6 7 layers

Diaz, et al. Theo Chem Acc (2013).



ScaLAPACK for diagonlisation
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Generalized Eigenvalue Problem
State of the Art

ELPA project
ELPA in cp2k

ScaLAPACK in cp2k

576 Cu, nao=14400, Nelect.=6336, k of eigen-pairs=3768

nprocs syevd syevr Cholesky
32 106 (49%) 72 (40%) 38 (21%)
64 69 (46%) 48 (37%) 34 (26%)
128 41 (41%) 29 (34%) 23 (28%)
256 35 (41%) 26 (34%) 24 (32%)

Syevd: D&C
Syevr: MRRR
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time x SCF, on CRAY XE6 

>70% in eigenvalue solver 

poor scaling

Generalized Eigenvalue Problem
State of the Art

ELPA project
ELPA in cp2k

ScaLAPACK

The ELPA project
Beyond the basic ELPA-Lib

The project
Algorithmic paths for eigenproblems
Improvements with ELPA
Efficient tridiagonalization

A
n
g

e
w

a
n
d

te
  In

fo
rm

a
tik

A
lg

o
rith

m
ik

Algorithmic paths for eigenproblems III
Problems with this approach:

A T λ

tridiagonal form

transform

q
A

(   ,q  )
T

BisInvIt

QR too slow

slow, not robust

scalingD & C

MRRR

compute

eigenvalues and

−vectors of T

eigenvectors

reduction to

one half BLAS 2

scaling

not partial

not robust enough

Eigenvalue Solvers—The ELPA Project and Beyond, Bruno Lang 9/31

Transformation to tridiagonal form based on around 50%
BLAS-2 operations.
Eigen-decomposition of T traditionally done with routines
such as bisection and inverse iterations.
Divide-and-conquer-based method (D&C)
Multiple relatively robust representations method (MRRR)

Parallel performance depends on data locality and scalability
ScaLAPACK need improvements in numerical stability, parallel

scalability, and memory bandwidth limitations

6 / 25

Generalized Eigenvalue Problem
State of the Art

ELPA project
ELPA in cp2k

ScaLAPACK performance

All electron electronic structure calculation with FHI-aims:
polyalanine peptide

avoiding system-specific complications such as the exact form of the eigenspectrum, or the choice of an optimal precondi-
tioning strategy [11,9]. Even for (i)–(iii), though, a conventional diagonalization of some kind may still be required or is a
necessary fallback.

In general, the solution of (1) proceeds in five steps: (A) Transformation to a dense standard eigenproblem (e.g., by Chole-
sky decomposition of S), HKScl = !lScl [ AqA = kqA, k ! !l; (B) Reduction to tridiagonal form, A [ T; (C) Solution of the tridi-
agonal problem for k eigenvalues and vectors, TqT = kqT; (D) Back transformation of k eigenvectors to dense orthonormal
form, qT [ qA; (E) Back transformation to the original, non-orthonormal basis, qA [ cl. Fig. 1 shows the overall timings of
these operations on a massively parallel IBM BlueGene/P system, for one specific example: the electronic structure of a
1003-atom polyalanine peptide (small protein) conformation in an artificially chosen, fixed a-helical geometry. The example
is set up using the ‘‘Fritz Haber Institute ab initio molecular simulations’’ (FHI-aims) all-electron electronic structure package
[8,32], at essentially converged basis set accuracy for DFT (tier 2 [8]). For (1), this means n = 27,069. The number of calculated
eigenpairs is k = 3410, somewhat more than the theoretical minimum kmin = 1905, one state per two electrons. Steps (A)–(E)
were performed using only subroutine calls as in the ScaLAPACK [33] library where available, as implemented in IBM’s sys-
tem-specific ESSL library, combined as described briefly in [8, Section 4.2]. The reason is that ScaLAPACK or its interfaces are
widely used for (massively) parallel linear algebra and readily available; no claim as to whether our use is the best or only
possible alternative is implied. ScaLAPACK provides the driver routine pdsyevd, which calls pdsytrd, pdstedc, and
pdormtr for tridiagonalization, solution of the tridiagonal eigenproblem and back transformation respectively. pdstedc
is based on the divide-and-conquer (D&C) algorithm, tridiagonalization and back transformation are done using Householder
transformations and blocked versions thereof [34,35]. The back transformation was done only for the needed eigenvectors.

Our point here are some key conclusions, in agreement with reports in the wider literature [12,6,36]. What is most appar-
ent from Fig. 1 is that even for this large electronic structure problem, the calculation does not scale beyond 1024 cores, thus
limiting the performance of any full electronic structure calculation with more processors. By timing steps (A)–(E) individ-
ually, it is obvious that (B) the reduction to tridiagonal form, and then (C) the solution of the tridiagonal problem using the
D&C approach dominate the calculation, and prevent further scaling. For (B), the main reason is that the underlying House-
holder transformations involve matrix–vector operations (use of BLAS-2 subroutines and unfavorable communication pat-
tern); the magnitude of (C) is more surprising (see below). By contrast, the matrix multiplication-based transformations
(A), (D), and (E) either still scale or take only a small fraction of the overall time.

In the present paper, we assume that step (A) already has been completed, and step (E) will not be considered, either. We
present a new parallel implementation based on the two-step band reduction of Bischof et al. [37] concerning step (B), tri-
diagonalization; Section 2.1, with improvements mainly for step (D), back transformation; Section 2.2. We also extend the
D&C algorithm, thus speeding up step (C); Section 3. Some additional optimization steps in the algorithmic parts not specif-
ically discussed here (reduction to banded form, optimized one-step reduction to tridiagonal form, and corresponding back
transformations) will be published as part of an overall implementation in [38]. These routines are also included in recent
production versions of FHI-aims. For simplicity we will present only the real symmetric case; the complex Hermitian case is
similar.

In addition to synthetic testcases, we show benchmarks for two large, real-world problems from all-electron electronic
structure theory: first, the n = 27,069, k = 3410 polyalanine case of Fig. 1, which will be referred to as Poly27069 problem
in the following, and second, an n = 67,990 generalized eigenproblem arising from a periodic Pt (100)-‘‘(5 " 40)’’, large-scale
reconstructed surface calculation with 1046 heavy-element atoms, as needed in [39]. In the latter calculation, the large frac-
tion of core electrons for Pt (atomic number Z = 78) makes for a much higher ratio of needed eigenstates to overall basis size,
k = 43,409 # 64%, than in the polyalanine case, even though the basis set used is similarly well converged. This problem will
be referred to as Pt67990. Benchmarks are performed on two distinct computer systems: The IBM BlueGene/P machine
‘‘genius’’ used in Fig. 1, and a Sun Microsystems-built, Infiniband-connected Intel Xeon (Nehalem) cluster with individual
eight-core nodes. We note that for all standard ScaLAPACK or PBLAS calls, i.e., those parts not implemented by ourselves,
the optimized ScaLAPACK-like implementations by IBM (ESSL) or Intel (MKL) were employed.

Fig. 1. Left: Segment of the a-helical polyalanine molecule Ala100 as described in the text. Right: Timings for the five steps (A): reduction to standard
eigenproblem, (B): tridiagonalization, (C): solution of the tridiagonal problem, and back transformation of eigenvectors to the full standard problem (D) and
the generalized problem (E), of a complete eigenvalue/-vector solution for this molecule, n = 27,069, k = 3410, as a function of the number of processor
cores. The calculation was performed on an IBM BlueGene/P system, using a completely ScaLAPACK-based implementation. Step (C) was performed using
the divide-and-conquer method.

T. Auckenthaler et al. / Parallel Computing 37 (2011) 783–794 785

Tridiagonalization

Solution
Cho. 1

Cho. 2
Back trans.

1003 atoms
3410 MOS
27069 BSf

on IBM BGP with ESSL: pdsyevd
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polyalanine peptide

avoiding system-specific complications such as the exact form of the eigenspectrum, or the choice of an optimal precondi-
tioning strategy [11,9]. Even for (i)–(iii), though, a conventional diagonalization of some kind may still be required or is a
necessary fallback.

In general, the solution of (1) proceeds in five steps: (A) Transformation to a dense standard eigenproblem (e.g., by Chole-
sky decomposition of S), HKScl = !lScl [ AqA = kqA, k ! !l; (B) Reduction to tridiagonal form, A [ T; (C) Solution of the tridi-
agonal problem for k eigenvalues and vectors, TqT = kqT; (D) Back transformation of k eigenvectors to dense orthonormal
form, qT [ qA; (E) Back transformation to the original, non-orthonormal basis, qA [ cl. Fig. 1 shows the overall timings of
these operations on a massively parallel IBM BlueGene/P system, for one specific example: the electronic structure of a
1003-atom polyalanine peptide (small protein) conformation in an artificially chosen, fixed a-helical geometry. The example
is set up using the ‘‘Fritz Haber Institute ab initio molecular simulations’’ (FHI-aims) all-electron electronic structure package
[8,32], at essentially converged basis set accuracy for DFT (tier 2 [8]). For (1), this means n = 27,069. The number of calculated
eigenpairs is k = 3410, somewhat more than the theoretical minimum kmin = 1905, one state per two electrons. Steps (A)–(E)
were performed using only subroutine calls as in the ScaLAPACK [33] library where available, as implemented in IBM’s sys-
tem-specific ESSL library, combined as described briefly in [8, Section 4.2]. The reason is that ScaLAPACK or its interfaces are
widely used for (massively) parallel linear algebra and readily available; no claim as to whether our use is the best or only
possible alternative is implied. ScaLAPACK provides the driver routine pdsyevd, which calls pdsytrd, pdstedc, and
pdormtr for tridiagonalization, solution of the tridiagonal eigenproblem and back transformation respectively. pdstedc
is based on the divide-and-conquer (D&C) algorithm, tridiagonalization and back transformation are done using Householder
transformations and blocked versions thereof [34,35]. The back transformation was done only for the needed eigenvectors.

Our point here are some key conclusions, in agreement with reports in the wider literature [12,6,36]. What is most appar-
ent from Fig. 1 is that even for this large electronic structure problem, the calculation does not scale beyond 1024 cores, thus
limiting the performance of any full electronic structure calculation with more processors. By timing steps (A)–(E) individ-
ually, it is obvious that (B) the reduction to tridiagonal form, and then (C) the solution of the tridiagonal problem using the
D&C approach dominate the calculation, and prevent further scaling. For (B), the main reason is that the underlying House-
holder transformations involve matrix–vector operations (use of BLAS-2 subroutines and unfavorable communication pat-
tern); the magnitude of (C) is more surprising (see below). By contrast, the matrix multiplication-based transformations
(A), (D), and (E) either still scale or take only a small fraction of the overall time.

In the present paper, we assume that step (A) already has been completed, and step (E) will not be considered, either. We
present a new parallel implementation based on the two-step band reduction of Bischof et al. [37] concerning step (B), tri-
diagonalization; Section 2.1, with improvements mainly for step (D), back transformation; Section 2.2. We also extend the
D&C algorithm, thus speeding up step (C); Section 3. Some additional optimization steps in the algorithmic parts not specif-
ically discussed here (reduction to banded form, optimized one-step reduction to tridiagonal form, and corresponding back
transformations) will be published as part of an overall implementation in [38]. These routines are also included in recent
production versions of FHI-aims. For simplicity we will present only the real symmetric case; the complex Hermitian case is
similar.

In addition to synthetic testcases, we show benchmarks for two large, real-world problems from all-electron electronic
structure theory: first, the n = 27,069, k = 3410 polyalanine case of Fig. 1, which will be referred to as Poly27069 problem
in the following, and second, an n = 67,990 generalized eigenproblem arising from a periodic Pt (100)-‘‘(5 " 40)’’, large-scale
reconstructed surface calculation with 1046 heavy-element atoms, as needed in [39]. In the latter calculation, the large frac-
tion of core electrons for Pt (atomic number Z = 78) makes for a much higher ratio of needed eigenstates to overall basis size,
k = 43,409 # 64%, than in the polyalanine case, even though the basis set used is similarly well converged. This problem will
be referred to as Pt67990. Benchmarks are performed on two distinct computer systems: The IBM BlueGene/P machine
‘‘genius’’ used in Fig. 1, and a Sun Microsystems-built, Infiniband-connected Intel Xeon (Nehalem) cluster with individual
eight-core nodes. We note that for all standard ScaLAPACK or PBLAS calls, i.e., those parts not implemented by ourselves,
the optimized ScaLAPACK-like implementations by IBM (ESSL) or Intel (MKL) were employed.

Fig. 1. Left: Segment of the a-helical polyalanine molecule Ala100 as described in the text. Right: Timings for the five steps (A): reduction to standard
eigenproblem, (B): tridiagonalization, (C): solution of the tridiagonal problem, and back transformation of eigenvectors to the full standard problem (D) and
the generalized problem (E), of a complete eigenvalue/-vector solution for this molecule, n = 27,069, k = 3410, as a function of the number of processor
cores. The calculation was performed on an IBM BlueGene/P system, using a completely ScaLAPACK-based implementation. Step (C) was performed using
the divide-and-conquer method.

T. Auckenthaler et al. / Parallel Computing 37 (2011) 783–794 785
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ELPA  (http://elpa.rzg.mpg.de)
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Improved efficiency by a two-step transformation and back transformation 

Generalized Eigenvalue Problem
State of the Art

ELPA project
ELPA in cp2k

Two-step Strategy

The ELPA project
Beyond the basic ELPA-Lib

The project
Algorithmic paths for eigenproblems
Improvements with ELPA
Efficient tridiagonalization
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Improvements with ELPA V
Two-step reduction II: banded ! tridiagonal:

A T λ

tridiagonal form

transform

q
A

(   ,q  )
T

BisInvIt

QR too slow

slow, not robust

scalingD & C

MRRR

B q
B

compute

eigenvalues and

−vectors of T

eigenvectors

reduction to

one half BLAS 2

scaling

not partial

not robust enough

partial variant

BLAS 3
mainly

two−step

variant with
better scaling

better scaling

improved robustness

better scaling

complex complex

better scaling

"cheap"

complex

partial

partial

complex

better scaling

higher per−node perf

+ Extended to complex
+ Improved parallelization

Eigenvalue Solvers—The ELPA Project and Beyond, Bruno Lang 15/31

Reduction to band form by blocked orthogonal transformations

Tridiagonalization by n� 2 stages of a bulge-chasing algorithm

Optimized kernel for non-blocked Householder transformations

D&C for partial eigensystem

Perspective: MRRR based tridiagonal eigensolver; hybrid
openMP/MPI version
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band form by 
blocked 

orthogonal 
transformations

N atom= 2116; Nel = 16928;  
nmo = 10964; nao = 31740
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CRAY XE6 BG-P

N atom= 480; Nel = 6000;  
nmo = 7400; nao = 14240

http://elpa.rzg.mpg.de
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Slab 12x12 Rh(111) slab, a0=3.801 Å, 1 layer hBN 13x13  
4L: 576Rh + 169BN: Nao=19370 ; Nel=11144 

7L: 1008Rh + 338BN: Nao=34996 ; Nel=19840 

Structure opt. > 300 iterations => 1÷2 weeks on 512 cores

hBN/Rh(111) Nanomesh 
13x13 hBN on 12x12 Rh slab

2116 Ru atoms (8 valence el.) + 1250 C atoms, 
Nel=21928, Nao=47990 ; 

~ several days per structure optimisation

graph./Ru(0001) Superstructure 
25x25 g on 23x23 Ru

Iannuzzi et al., PRB  (2013) 
Cun, Iannuzzi et al, Nano Letter (2013)



SCF for Metals
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    &SCF 
      SCF_GUESS ATOMIC 
      MAX_SCF   50 
      EPS_SCF 1.0e-7 
      EPS_DIIS 1.0e-7 
     &SMEAR 
        METHOD FERMI_DIRAC 
        ELECTRONIC_TEMPERATURE   500. 
      &END SMEAR 
      &MIXING 
          METHOD BROYDEN_MIXING 
          ALPHA   0.6 
          BETA   1.0 
          NBROYDEN 15 
      &END MIXING 
      ADDED_MOS   20 20 
    &END SCF 

 &XC 
   &XC_FUNCTIONAL PBE 
   &END 
   &vdW_POTENTIAL 
     DISPERSION_FUNCTIONAL PAIR_POTENTIAL 
     &PAIR_POTENTIAL 
         TYPE DFTD3 
         PARAMETER_FILE_NAME dftd3.dat 
         REFERENCE_FUNCTIONAL PBE 
     &END PAIR_POTENTIAL 
   &END vdW_POTENTIAL 
 &END XC



Valleys and Hills of Graphene
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Figure 1: Side and top view of the optimized gr/Ru(0001) slab model. The color code used
for the carbon atoms indicates their height over the substrate, measured as the minimum
vertical distance (projection along the surface normal) from the virtual unrelaxed Ru surface
used as reference (to simplify the comparison with experiments). C at more than 3.40 Å are
in red, between 3.40 Å and 3.10 Å orange, between 3.10 Å and 2.70 Å yellow, between 2.70
Å and 2.40 Å green, closer blue. The minimum C height is 2.06 Å.

Results and Discussion

LEED images of gr/Ru(0001) are shown in Figure 2a for di↵erent values of electron energy,

exemplifying the high structural quality of the carbon layer. The satellite spots surrounding

the intense spot from Ru(0001) are characteristics of the moiré superstructure. The XPS data

of gr/Ru(0001) is shown in Figure 2b. The spectrum presented in Figure 2b is measured

with an incident photon energy of 330 eV. This value was chosen to increase the surface

sensitivity due to the low value of the resulting photoelectron kinetic energy (⇡ 46 eV).

Moreover, the surface sensitivity was also enhanced by setting the emission angle close to

90 . Although the Ru 3d3/2 signal partially overlaps with the C 1s peaks, the analysis of

8

graphene

Ru slab

valley
hill

itself in the electronic structure as splittings of the Dirac cone,9 the C 1s core level,15 and

the image potential states.10 The strong binding in the valley region is exemplified by the

fact that helium atom scattering detects the same Rayleigh surface wave for Ru(0001) and

gr/Ru(0001).16

Quantification of corrugation-induced e↵ects requires the knowledge of the geometric

structure of the gr/Ru(0001) interface. The most fundamental structural parameters char-

acterizing the interaction with the substrate are the adsorption height of the strongly inter-

acting valley hmin and the corrugation amplitude �h, which measures the di↵erence between

hmin and the top of the hill at hmax.

However, up to now, no agreement has been reached on these parameters despite numer-

ous studies where experimental values between 1.45 and 2.10 Å for hmin and 0.15 and 1.5 Å for

�h have been reported (see Tab. 1 for an overview). This is a common problem for epitaxial

2D materials arising from the the convolution of topography and electronic or mechanical

properties in scanning probe methods4,8,17 and the di�culty in modelling large moire unit

cells in scattering techniques.5,18,19 In addition, for the case of helium atom scattering, the

low apparent corrugation could be due to a modulation of the Deby-Waller factor within

the moiré cell in combination with an anticorrugation e↵ect due to di↵erent positions of the

Fermi level in the hills and the valleys.20 In summary, the ambiguity of the experimental

findings is a disquieting situation for such a well-studied system.

Table 1: Summary of experimental results concerning the structure of gr/Ru(0001). The
average bond distance between the substrate and the flat graphene valley is denoted hmin,
and �h is the height of the hill above this value. LEEM: low-energy electron microscopy,
LEED: low-energy electron di↵raction, SXRD: surface x-ray di↵raction, HAS: helium atom
scattering.

Method hmin (Å) �h (Å)
LEEM5 1.5± 0.1 -
LEED18 2.1± 0.2 1.5 ± 0.2
SXRD21 - 0.82± 0.15
HAS19 - 0.17± 0.03

From a theoretical point of view, there are two di�culties in calculating the structure
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Figure 2: LEED pattern and C 1s, Ru 3d3/2 and Ru 3d5/2 core-level emission spectrum for
gr/Ru(0001). a) LEED pattern for di↵erent values of electron energy (inverted contrast). b)
Photoemission spectrum with h⌫ = 330 eV and emission angle close to 90 . Circles: Data
points after background subtraction. Colored areas: Fits of the indicated components. Solid
black line: Sum of fits. c) DFT calculation of the local density of states (DOS) of C 1s
energies, computed separately for atoms at di↵erent heights from the surface. The same
color code as in Figure 1 has been used. These calculations have been performed using an
all electron representation for the C atoms. The binding energy of free-standing graphene is
shown as a dashed line. The computed energies have been rigidly shifted to align the first C
1s peak to the experimental one.

is approximately flat and bound to Ru. The calculated energy-resolved local density of states

(DOS) of C 1s (see Figure 2c) shows that the binding energies depend on the adsorption

heights, which correlates well with the splitting observed in the XPS data. It predicts a

higher 1s binding energy for a lower-lying carbon atom. The calculated value of binding

energy for free-standing graphene is 283.80 eV and it is represented by the vertical dashed

line in figure 2c. The measured C 1s binding energies can be therefore attributed to the

10

hν = 330 eV 
surf. sensitive

Gaussian-fitted line shape 
Two distinguished C1s components 

valley/hill boundary not clearly distinguished

Figure 1: Side and top view of the optimized gr/Ru(0001) slab model. The color code used
for the carbon atoms indicates their height over the substrate, measured as the minimum
vertical distance (projection along the surface normal) from the virtual unrelaxed Ru surface
used as reference (to simplify the comparison with experiments). C at more than 3.40 Å are
in red, between 3.40 Å and 3.10 Å orange, between 3.10 Å and 2.70 Å yellow, between 2.70
Å and 2.40 Å green, closer blue. The minimum C height is 2.06 Å.

Results and Discussion

LEED images of gr/Ru(0001) are shown in Figure 2a for di↵erent values of electron energy,

exemplifying the high structural quality of the carbon layer. The satellite spots surrounding

the intense spot from Ru(0001) are characteristics of the moiré superstructure. The XPS data

of gr/Ru(0001) is shown in Figure 2b. The spectrum presented in Figure 2b is measured

with an incident photon energy of 330 eV. This value was chosen to increase the surface

sensitivity due to the low value of the resulting photoelectron kinetic energy (⇡ 46 eV).

Moreover, the surface sensitivity was also enhanced by setting the emission angle close to

90 . Although the Ru 3d3/2 signal partially overlaps with the C 1s peaks, the analysis of
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Figure 2: LEED pattern and C 1s, Ru 3d3/2 and Ru 3d5/2 core-level emission spectrum for
gr/Ru(0001). a) LEED pattern for di↵erent values of electron energy (inverted contrast). b)
Photoemission spectrum with h⌫ = 330 eV and emission angle close to 90 . Circles: Data
points after background subtraction. Colored areas: Fits of the indicated components. Solid
black line: Sum of fits. c) DFT calculation of the local density of states (DOS) of C 1s
energies, computed separately for atoms at di↵erent heights from the surface. The same
color code as in Figure 1 has been used. These calculations have been performed using an
all electron representation for the C atoms. The binding energy of free-standing graphene is
shown as a dashed line. The computed energies have been rigidly shifted to align the first C
1s peak to the experimental one.

is approximately flat and bound to Ru. The calculated energy-resolved local density of states

(DOS) of C 1s (see Figure 2c) shows that the binding energies depend on the adsorption

heights, which correlates well with the splitting observed in the XPS data. It predicts a

higher 1s binding energy for a lower-lying carbon atom. The calculated value of binding

energy for free-standing graphene is 283.80 eV and it is represented by the vertical dashed

line in figure 2c. The measured C 1s binding energies can be therefore attributed to the
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Table 5: Summary of results, see text. The errors of XSW measurements are given by the
same method presented by Mercurio et al.57

valleys hills
P

H

C2 f
H

C2 hvalley (Å) hmin (Å) P
H

C1 f
H

C1 �h (Å)
XSW 0.99± 0.01 0.86± 0.02 2.12± 0.03 1.43± 0.02 0.72± 0.02
DFT 1.01 0.94 2.17 2.06 1.43 0.73 1.47

Conclusions

We have studied the morphology of gr/Ru(0001) by means of x-ray standing wave analysis

and DFT calculations. The chemical specificity of XSW is crucial to determine the geomet-

ric structure of gr/Ru(0001) in its di↵erent regions. The good agreement between the DFT

model and the experimental data shows that the chosen unit cell size, the augmented ex-

change and correlation functional are ideal for describing not only the chemisorbed graphene

at valleys, but also the weakly interacting graphene at hills with high accuracy. We find

that the mean height of the valley hvalley is 2.17 Å. Regarding the hills, the combination of

XSW and DFT is necessary to clarify important aspects of the geometry. The values of hmin

and �h resulting from this combination are 2.06 Å and 1.47 Å, respectively. Our results

are thus able to resolve the uncertainties in the literature and corroborate the LEED I(V)

study by Moritz et al.18 Our structural parameters can serve as input for further studies on

gr/Ru(0001).
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Exploit spatial modulation of XSW field  (interference) by scanning through the Bragg condition: 
spatial resolution and chemical sensitivity 

Y (⌦) = 1 +R+ 2C
p
RfH cos (⌫ � 2⇡PH)

Figure 3: C 1s, Ru 3d3/2 and Ru 3d5/2 core-level emission spectrum for gr/Ru(0001). Pho-
toemission spectrum with h⌫ = EBragg + 5.5 eV (h⌫ = EBragg shown in the inset). Circles:
Data points after background subtraction. Colored areas: Fits of the indicated components.
Solid black line: Sum of fits.

contrast between C1 and Ru 3d3/2 becomes evident. For a full analysis we measure spectra

in a range of incident photon energy, around the Bragg condition. All spectra acquired

during the photon energy scan are fitted with a fixed binding energy di↵erence between the

four components, as well as with fixed FWHM. The same line-shape and background as in

figure 3 were used here.

Figure 4 summarize the XSW analysis of the photoelectron yields for the C1, C2, Ru 3d3/2

and Ru 3d5/2 components. The curves are normalized to their individual o↵-Bragg intensities.

The dependence of the photoelectron yield on incident photon energy is described by the dy-

namical theory of x-ray di↵raction with two structural parameters,29,30 namely the coherent

position
�
P

H
�
and coherent fraction

�
f
H
�
. The parameter PH is the Fourier-averaged posi-

tion of all atoms of the analysed species and f
H describes the distribution of atoms around

12

+5.5 eV

the mean position given by the coherent position. In our fitting procedure, we took into

account the non-dipolar e↵ects in the angular distribution of photoelectron emission.50–52

In the analysis of the photoelectron yield of C1, C2, Ru 3d3/2 and Ru 3d5/2, the values of

forward-backward asymmetry parameter are QC1,C2 = 0.12 and QRu 3d3/2,3d5/2 = 0.11. These

parameters are calculated assuming an angle of 19 between the photon polarization vector

and the photoemission direction, and using the tabulated dipolar asymmetry parameters

(�), and the asymmetry factors associated to the interference between the electric dipole

and electric quadrupole (�).53

Figure 4: XSW results for gr/Ru(0001). The analysis is presented for each component (C1,
C2, Ru 3d3/2 and Ru 3d5/2) showing the variation in total photoelectron yield as function of
the photon energy scan along the Darwin reflectivity curve. The values of coherent position
(PH) and coherent fraction (fH) are shown to each component analysis.

Using the values of PH shown in Figure 4, the mean position of each species can be given

by h̄ = P
H ⇥ dRu(0002), where dRu(0002) = 2.14 Å is the Bragg plane spacing of Ru(0002).54

Note that P
H can only be determined modulo 1 as the x-ray standing wave field has the
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C2, Ru 3d3/2 and Ru 3d5/2) showing the variation in total photoelectron yield as function of
the photon energy scan along the Darwin reflectivity curve. The values of coherent position
(PH) and coherent fraction (fH) are shown to each component analysis.

Using the values of PH shown in Figure 4, the mean position of each species can be given

by h̄ = P
H ⇥ dRu(0002), where dRu(0002) = 2.14 Å is the Bragg plane spacing of Ru(0002).54

Note that P
H can only be determined modulo 1 as the x-ray standing wave field has the
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hhi = PH ⇥ dRu(0002)

Silva, Iannuzzi et al., JPC C (2018)
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Figure 5.13: Illustration of final state e�ects in the photoemission process. (a) Energetic sit-
uation expected according to Koopman’s theorem. The kinetic energy of the photoelectron is
calculated from the orbital energy of the excited core electron according to (5.1). (b) The adia-
batic approximation takes into account that the system can relax to a new ground state and that
the relaxation energy gained in this process can be transferred to the photoelectron, see (5.13).
(c) The sudden approximation accounts for the possibility of the system left in an excited state
when the photoelectron leaves, for example with excited plasmons or electron-hole pairs.

adsorbate layer, the relative number of adsorbate on the substrate � would be given by

� =
Iads�sub

Isub�ads
, (5.14)

where I and � represent the integrated peak intensity and photoemission cross section, re-
spectively. The di�culty is now that the substrate does not only contribute with the surface
layer but also with the underlying layers. To take this into account, it is assumed that the
x-ray intensity reaching each layer is equal, a very good assumption since the x-rays penetrate
very deeply, but the deeper substrate layers contribute less and less, due to the small mean
free path of the electrons. The details of this analysis are given to the reader as an exercise.
XPS can be a very sensitive technique, able to pick up a relative contamination coverage of
well below 1%.
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1

2
) = E1 + E2 +

3

4
E3 + ...

Emptying the state (occupation): energy change as finite difference
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Characterization of materials by synchrotron radiation 

X-ray spectra connect to the core-electron excited states (role of core hole) 
Element specific probe: 

electronic structure in situ 
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no long range order required 

imaging 

Challenging interpretation of the spectra 

Central role of theoretical approach 

charge transfer 

nature of bonding 

hybridization 

chemical environment

The theoretical spectra of Gly are shown below the experi-

mental spectra in Figure 1b,c as bar diagrams with bar heights

proportional to the oscillator strength. These computed spectra

are discussed later in conjunction with the results of the STEX

calculations. Here we note that in both standard and polarized

ion STEX approximations, the main peak at ∼289.5 eV

originates from the C 1s(CR)fσ*CNH excitations. As an

independent confirmation we have measured NEXAFS spectra

of Gly thin films crystallized from aqueous solutions having

different pH, and the specimens with pH > pK2 (above which

the amino group loses a proton) show different NEXAFS

features at ∼290 eV.9 This is clearly a deviation from the simple
building block approach since the NEXAFS spectrum cannot

be reduced to the sum of pair bond features; instead, the whole

amino group (more accurately -CNH3) needs to be considered
as a building block. To summarize:

• First, although the sample preparation procedure leaves the
amino acid molecules in a charged state, the low-energy part

of the spectra does not exhibit any additional structure with

respect to the zwitterionic state and so can be directly compared

with our calculations of the C K edge spectrum of the

zwitterionic form.

• Second, we can identify two building blocks common for
all amino acids: the carboxyl -COOH group, and the -CNH3
group. The carboxyl group leads to the sharp, intense line at

288.65 eV, assigned to the C 1s-1π* state. The σ* excitations
originating from the C-O bond of the carboxyl group appear
on the high-energy side of the spectra and can be observed either

as two separate peaks (protonated), or one broad (deprotonated)

peak depending on the charge state.

• Third, the methyl group, which leads to a low-energy peak
at ∼288 eV in chemisorbed Gly,26,27 cannot be considered as a
good building block. Instead the -CNH3 group, which can be
identified by the peaks at ∼290.8 eV (with mostly C 1s-1σC-N*
character) and the shoulder at 289.3 eV, can be used as a

building block.

3.2. Amino Acids with Simple Aliphatic Side Chains:

Alanine, Valine, Leucine, Isoleucine. Aliphatic amino acids,

such as alanine (Ala), valine (Val), leucine (Leu), and isoleucine

(Ile), have nonpolar side chains which do not bind to a surface,

which do not release protons, and which do not participate in

hydrogen or ionic bonds. The side chains of these amino acids

can be thought of as “oily” or lipid-like, a property that promotes

hydrophobic interactions. NEXAFS spectra of this class of

amino acids are shown in Figure 2 while the energies, term

values, and proposed assignments of spectral features are

summarized in Table 2. The spectra were normalized to atomic

scattering factors30 in order to give a direct measure of the amino

acid mass absorption strength. The lower energy side of each

spectrum was fit with a combination of Gaussian functions in

order to determine the spectroscopic trend. The separate peak

contributions are drawn in thin lines and the fitted spectrum is

shown as a continuous line drawn through the experimental

points shown by markers. We have restricted the analysis to

the part below 292 eV in order to avoid overlap with the TFA

peaks. The high-energy side is fit by a step function, broadened

by a Gaussian. The number of Gaussian lines used, as well as

their parameters, were determined from optimization of a free

fit, i.e., without any parameter constraints. This likely leads to

a situation where contributions of individual states remained

unresolved in some cases and so appear as a single broad band.

In particular, as in the case of Gly, both σ*C-C and σ*C-N bonds
contribute to the oscillator strength near the IP. In the present

analysis their contributions cannot be distinguished from near-

IP excitations, so the energy position of the step function, as

well as its Gaussian broadening, are left to be determined by

the fitting procedure, and thus the step function represents all

near-IP excitations.

The fit reveals four groups of peaks present in each C K edge

spectrum, as shown in Figure 2. All experimental spectra are

dominated by a strong peak at 288.65 ( 0.05 eV that can be

assigned unambiguously to C 1s(COO)f π* transitions. Except
for a small shift from Gly to Ala (<0.05 eV), the peak does
not change position and coincides with the π* resonance
reported previously for acetic and propionic acids.31 Two lines

separated by 0.2 eV make a better fit for the Ala+ spectrum,

although for Val they are spaced more closely (∆ < 0.1 eV).

Such a splitting is likely a sign of more complex internal

structure of the main C 1s(COO)fπ* line. We attribute this
internal structure to vibronic broadening, although an additional

peak may result from TFA solvation. More precise gas or liquid

phase experiments are needed to unambiguously establish the

source of the apparent splitting of the π*CdO peak in Ala and
Val.

In all four molecules, the spectra of which are plotted in

Figure 2, there is clear evidence for a shoulder on the high-

energy side of the main line, at about ∼289 eV. It is most
evident in Ala. The peak position is ∼0.4 eV lower than a

Figure 2. Detailed C K edge NEXAFS spectra of the aliphatic amino acids: alanine, valine, leucine, and isoleucine. The spectra are normalized
to the mass absorption coefficients for the appropriate elemental composition27 to give a direct measure of the molecular mass absorption coefficient.
The spectra were fit to multiple Gaussian peaks (solid lines) as described in the text: the sum of these fits is shown as a dashed line, the data are
shown as points near this line, and the residuals of the fits are shown at bottom.
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3.5. Amino Acids with Side Chains Containing Strongly

Basic or Cyclic Groups: Lysine, Arginine, and Proline. The

spectra of the amino acids with basic groups arginine (Arg),

lysine (Lys), and proline (Pro) are presented in Figure 6 while

the energies, term values, and proposed assignments are listed

in Table 4. In arginine (Arg) the discrete structure consists of

two strong peaks. The lower energy peak at 288.6 eV is the

π*CdO signal based on comparison to all the other amino acids.
The higher energy peak at 289.24(5) eV is thus attributed to C

1s(CdN)fπ*CdN transitions. At first sight the high energy of
the π*CdN peak is puzzling since the higher electronegativity
of O relative to N would suggest the C 1s(CdN)fπ*CdN
transition might occur below the C 1s(COOH)fπ*CdO transi-
tion. However, the CdN carbon is actually bonded to three N
atoms, which shifts the C 1s(CdN) IP and thus the π* peak
above that of a C 1s(COO-) site. Recent systematic studies of

the positions of π*CdO transitions as a function of the elec-
tronegativity of adjacent groups46,47 support this interpretation.

To summarize, the following tendency for the C 1s-1π* peak
is obtained. The carboxyl peak position -288.6 eV is lowered
due to the -NH2 substitution by -0.1 eV as a result of

conjugation of π*CdO. For Arg the second peak appears shifted
by 0.6 eV making it a fingerprint of H2NHNdC-NH- group.

The influence of a side-chain amino group is evident by

comparison of the NEXAFS spectra of Lys and Pro (Figure

6b,c) with those of the aliphatic amino acids (Figure 2).

Although the peak positions are very similar (consistent with

expectations since these molecules contain many of the same

“building blocks”), the relative intensity of the low-energy step

(∼287.6 eV) and high-energy shoulder (∼290 eV) differ. In
the case of Pro and Lys, the low-energy peak is less pronounced,

whereas the high-energy shoulder gains intensity relative to the

Figure 5. Detailed C K edge NEXAFS spectra of aspartic acid, asparagine, glutamic acid, and glutamine. Data processing and symbols as described
in the caption to Figure 2.

Figure 6. Detailed C K edge NEXAFS spectra of arginine, lysine, and proline. Note that the chemical formula appearing in these figures reflects
the expected amino acid charge state. Data processing and symbols as outlined in caption to Figure 2.

TABLE 4: Absolute Energies and Proposed Assignment for the Features in C 1s NEXAFS Spectra of Amino Acids with Side
Chains Containing Carboxylic Acid or Amide Groups, Strong Basic Group, and Cyclic (Secondary) Amino Acids

aspartic acid (Asp) asparagine (Asn) glutamic acid (Glu) glutamine (Gln)

energy (eV) 288.50(5) 288.70(5) 290.1(1) 288.30(5) 288.60(5) 289.8(1) 288.50(5) 288.70(5) 289.1(1) 288.20(5) 288.60(5) 289.7(1)

assignment π*COOH π*COOH σ*CNH π*CONH2 π*COOH σ*CNH π*COOH π*COOH σ*CNH π*CONH2 π*COOH σ*CNH

arginine (Arg) lysine (Lys) proline (Pro)

energy (eV) 288.60(5) 289.30(5) 289.2(1) 287.8(1) 288.50(5) 288.70(5) 289.5(1) 287.6(1) 288.65(5) 289.3(1)

assignment π*COOH π*-HNCNH2-NH2 σ*CNH σ*CH π*TFA π*COOH σ*CNH σ*CH π*COOH σ*CNH

Absorption Spectroscopy of Amino Acids J. Phys. Chem. A, Vol. 106, No. 13, 2002 3163

π*CdO peak. As we noted earlier, most of the C 1s(side chain)
oscillator strength contributes to the near IP featureless step

function (290-292 eV), and, to a smaller extension, to low-
energy σ*CH excitations. The same tendency exists in the amino
acids with side groups containing electronegative hydroxyl

groups (Ser and Thr), where no low-energy side shoulder is

seen. We conclude that there is a general tendency whereby

substitution of carbon in the side chain by more electronegative

atoms (N and O) primarily affects the intensity of the low-lying

σ*CH states, although their location (∼287.5 eV) does not
change. There is a small shift of the high-energy shoulder at

∼289-290 eV to higher energy in Lys and Pro relative to the
other species. The C K edge spectrum of pyrrolidine48 exhibits

a pronounced peak at 290.7 eV, which is assigned to σ*C-N
states. This comparison suggests that C 1s(C-N)fσ*CN transi-
tions may also contribute to the oscillator strength around 290

eV. This actually may explain a similar shift observed for Asn

and Gln.

3.6. Amino Acids with Aromatic Side Chains: Phenyl-

alanine, Tryptophan, Tyrosine, and Histidine. Amino acids

with aromatic side chains are readily distinguished from other

amino acids since their NEXAFS spectra show pronounced

structures around 285 eV, associated with the π*CdC states of

the aromatic ring. The fitted experimental spectra of the four

common aromatic amino acids phenylalanine (Phe), tyrosine

(Tyr), tryptophan (Trp), and histidine (His) are presented in

Figure 7, while the corresponding spectra computed with the

STEX method are presented in Figure 8. The energy scale of

the calculated spectra was shifted by 2.1 eV for Phe, by 2.2 eV

for Tyr, by 2.1 eV for Trp, and by 2.0 eV for His. In addition,

the carboxyl peak alone was moved toward lower energy by

1.3 eV for Phe, 0.4 eV for Tyr, 1.3 eV for Trp, and by 1.4 eV

for His. Table 5 lists peak energies, term values, and proposed

assignments for these species.

The “building block” principle predicts that the spectrum of

Phe should resemble the sum of the spectra of benzene and

Ala. The spectrum of gas-phase benzene consists of three low-

energy lines.49-51 The most intense line with a maximum at

285.1 eV is identified as a C 1sf1π*(e1u) transition. The next
peak is a low-intensity line at 287.2 eV attributed to σ*CH/
Rydberg excitations. The third line at 288.9 eV is attributed to

a C 1sf2π*(b2g) transition, although there is some controversy
over that assignment.52 In addition to these low-lying features,

there are strong, broad continuum resonances in benzene of

σ*C-C character at 293.5 and 299.8 eV.49,50 The aliphatic acids
have a strong π*CdO peak at 288.6 eV, with a low-energy tail

Figure 7. Detailed C K edge NEXAFS spectra of phenylalanine, tyrosine, tryptophan, and histidine. Some carbon atoms are numbered in the
displayed chemical formulas to clarify their spectroscopic assignment. Data processing and symbols as outlined in caption to Figure 2.

Figure 8. Computed NEXAFS spectra of phenylalanine, tyrosine, tryptophan, and histidine. The energy positions and intensities of optical transitions
are calculated in the nonpolarized STEX approximation. The experimental mass absorption coefficients are shown, along with bars that indicate the
energy and oscillator strengths of various transitions. Side-chain carbon and CR contributions are shown below the zero line (negative intensities);
aromatic ring and carboxyl contributions are shown above the zero line (positive intensities). In addition, transitions originated from different
carbon atoms are shown by different line style. Some lines are numbered and correspond to transitions at the numbered atoms in Figure 7. The
computed carboxyl contribution has been shifted to lower energy by 1.3 eV for phenylalanine, 0.4 eV for tyrosine, 1.3 eV for tryptophan, and by
1.4 eV for histidine to reflect the core ion relaxation effect, as described in the text.
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Figure 3.5: Schematic illustration of non-resonant core-hole decay processes

decay, schematically described in Figure 3.5 for an initial state prepared by core-hole
ionization. In the radiant decay, an electron in the occupied valence band fills the core
hole, and a photon is emitted, forming the basis for x-ray emission spectroscopy (XES). The
non-radiant decay mechanism is very different. In this transition, no photon is involved
and it is therefore not subject to the electric dipole interaction picture. The final state
typically consists of two holes in the valence shell and an ejected electron, the Auger
electron. Measurements of the ejected electron energy distribution forms the basis for
Auger Electron Spectroscopy (AES).

The cross-sections for radiative and non-radiative decay of a core-hole state are strongly
element dependent. For the low Z elements carbon, nitrogen and oxygen, the Auger rate
τa is much faster than the fluorescence rate τf ; the probability of radiative decay is 0 .52%,
0 .83% and 1.3%, respectively115. The total lifetime of the core-hole τh, given by the
different decay rates according to 1

τ = 1
τh

+ 1
τe

, can be determined by measuring the
lifetime broadening in the core creation processes (see previous sections). It can be shown
that τh is rather insensitive to the chemical state of the atom and thus considered an
inherent element property. The lifetime of the core-hole is not known exactly, and in the
case of oxygen, experimental determination of the lifetime broadening varies in the energy
range 0 .165 ± 0 .2 eV (corresponding to ∼ 4 fs )76,107. In this study, the value 3.6 fs for
the core-hole lifetime is used76.

In the normal treatment of AES and XES one usually uses a two-step language, i.e.
the core-hole creation (Fig. 3.1) and the core-hole decay (Fig. 3.5) processes are consec-
utive and independent events. However, a number of high-resolution studies have clearly
demonstrated that for resonant excitations, the two-step picture is not generally valid
(see116 and references therein). Rather a one-step treatment is required.

Consider the radiative decay following core-hole excitation. In the one-step formalism
the excitation and decay of the core-excited state are treated as one inseparable scattering
event. The intermediate final states |m⟩ are considered (virtual) resonances with a lifetime
broadening Γm. This is captured theoretically in second-order perturbation theory of the
photon-electron interaction, leading to the Kramers-Heisenberg scattering formula that
was introduced in section 2.3. In particular, this description contains the sum of matrix
cross terms proportional to

⟨f |e′ · p |m⟩ ⟨m|p · e | i⟩ (3.7)

These unsquared terms cannot be easily visualized as probabilities, and it is not correct to
assume that a specific intermediate state is excited with a certain probability in the scat-
tering process. This is the crucial difference between the one- and the two-step pictures.
In the one step formalism described above, the sum over intermediate states |m⟩ leads to
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Figure 3.1: Schematic illustration of core-hole creation processes

following, we will discuss in more detail what we can learn from these spectroscopies. We
divide the core level spectroscopies into two classes; core-hole creation (XPS, XAS) and
core-hole decay (XES, AES). A one-electron orbital picture is often adopted in line with
section 2.2.2, and both the Born-Oppenheimer (section 2.2.1) and dipole approximation
(section 2.3.1) are applied throughout this section. The photon source is considered 100%
linearly polarized which is a good approximation for undulator radiation (section 3.3.1).
Results from the present work (if not otherwise stated) serve as examples for the introduced
concepts, and some aspects that are not directly related to this thesis have been omitted.

3.1.1 Core-Hole Creation

The absorption of a photon can result in ionization (XPS) or excitation (XAS) of a core
electron depending on the energy h̄ω of the photon. For a detailed description of these
processes consider the textbooks by Hüffner104 and Stöhr105. Schematic diagrams of
XPS and XAS are shown in Figure 3.1, where the orbitals of the free water molecule
are used to represent an arbitrary N electron system. In the x-ray absorption process the
incoming X-ray photon is absorbed and an electron from an inner shell is transferred into an
unoccupied state in the valence band. The energy distribution of the excitation probability
into unoccupied orbitals forms the XA spectrum. If the energy of the photon h̄ω is
larger than the core electron ionization potential (IP), the electron is removed completely
from the molecule (transferred to a continuum of states given by a free electron in the
presence of a core-hole potential). Here, the distribution of ionized core electrons forms the
photoelectron spectrum. Obviously, the valence electrons can also be emitted, normally
denoted UPS (UV photoelectron spectroscopy) or just PES (photoemission spectroscopy).
The energy conservation law implies that the transition energy h̄ω is given as a difference
in total energy before and after the spectroscopic event

h̄ω = Ef − Ei (3.1)

where Ei,f is the total energy before and after the core excitation (ionization). In the
creation of the core-hole an attractive coulombic potential at the ionized site is created.
The system will of course respond to this potential to find the lowest energy configuration
in the presence of the core hole. For free molecules this generally means contraction of
orbitals at the core-hole site, whereas neighboring molecules are polarized. Charge-transfer
screening is also possible, for metallic systems this is denoted metallic screening.

In the ionization event, the ionized electron leaves a system on a time-scale dependent
on the kinetic energy. For photon energies well above the ionization potential (∼ 10 eV

30 Methods

hν

hν

                 IONIZATION
X-ray Photoelectron Spectroscopy (XPS)

              EXCITATION
X-ray Adsorption Spectroscopy (XAS)

IP

bound states

continuum states

Core Levels

Figure 3.1: Schematic illustration of core-hole creation processes

following, we will discuss in more detail what we can learn from these spectroscopies. We
divide the core level spectroscopies into two classes; core-hole creation (XPS, XAS) and
core-hole decay (XES, AES). A one-electron orbital picture is often adopted in line with
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(section 2.3.1) are applied throughout this section. The photon source is considered 100%
linearly polarized which is a good approximation for undulator radiation (section 3.3.1).
Results from the present work (if not otherwise stated) serve as examples for the introduced
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The absorption of a photon can result in ionization (XPS) or excitation (XAS) of a core
electron depending on the energy h̄ω of the photon. For a detailed description of these
processes consider the textbooks by Hüffner104 and Stöhr105. Schematic diagrams of
XPS and XAS are shown in Figure 3.1, where the orbitals of the free water molecule
are used to represent an arbitrary N electron system. In the x-ray absorption process the
incoming X-ray photon is absorbed and an electron from an inner shell is transferred into an
unoccupied state in the valence band. The energy distribution of the excitation probability
into unoccupied orbitals forms the XA spectrum. If the energy of the photon h̄ω is
larger than the core electron ionization potential (IP), the electron is removed completely
from the molecule (transferred to a continuum of states given by a free electron in the
presence of a core-hole potential). Here, the distribution of ionized core electrons forms the
photoelectron spectrum. Obviously, the valence electrons can also be emitted, normally
denoted UPS (UV photoelectron spectroscopy) or just PES (photoemission spectroscopy).
The energy conservation law implies that the transition energy h̄ω is given as a difference
in total energy before and after the spectroscopic event

h̄ω = Ef − Ei (3.1)

where Ei,f is the total energy before and after the core excitation (ionization). In the
creation of the core-hole an attractive coulombic potential at the ionized site is created.
The system will of course respond to this potential to find the lowest energy configuration
in the presence of the core hole. For free molecules this generally means contraction of
orbitals at the core-hole site, whereas neighboring molecules are polarized. Charge-transfer
screening is also possible, for metallic systems this is denoted metallic screening.

In the ionization event, the ionized electron leaves a system on a time-scale dependent
on the kinetic energy. For photon energies well above the ionization potential (∼ 10 eV



Interaction with an electromagnetic field (incoming radiation) 

Linear perturbation term (time dependent perturbations) 

Induced transition: probability according to Fermi golden rule 

Long wavelength (UV, soft x-rays) 

Equivalent operators

Interaction X-ray with matter
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A(r, t) = A0 e cos (k · r − ωt)

V (t) =
e

mc
A · p

Pif =
πe2

2h̄m2c2
A2

0|⟨f |e
ik·r

e · p|i⟩|2ρi(E)

krs =
2π

λ
rs ≪ 1

p̂ = �i�⇥ =
im

� [Ĥ, r̂]

velocity form

Pif ⇥ (Ef � Ei) |⇤f | µ̂ |i⌅|2

Pif � |⇥f | ê · p̂ |i⇤|2

length form



Ground state KS virtual orbitals 

Parametric SCF solution 

Numerically not stable : difference between 2 SCF calculations 

Higher excited states states (collapse) 

Not orthogonal MOs sets 

∆ SCF
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IPi ̸= −εi ∆E(1s → π
∗) ̸= επ∗ − ε1s

n(r) =
∑

i

fi |ψi(r)|
2Ẽ[n({fi})]

IPi=1 = Ẽ(01, 12.., 1N , ...0r...) − Ẽ(11, 12.., 1N , ..., 0r, ...)

∆E(i → r) = Ẽ(11, 12..., 0i, ..., 1N , ..., 1r, ...) − Ẽ(11, 12..., 1i, ...1N ..., 0r, ...)

Pif ∝ |⟨f |e · p|i⟩|2ρi(E)



The Transition Potential Method
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IPi =

∫ 0

1

dfi
∂Ẽ({fj})

∂fi
≃

(

∂Ẽ({fj})

∂fi

)

fi=
1

2

= εi

(

1

2

)

h̄ωif = εT
f − εT

i Iif =
2

3
ωif |⟨ψ

T
i |µ̄|ψ

T
f ⟩|

2

Independent-Particle Approach

Direct calculation of the excitation energies from the solution of KS 
equation with a modified core potential on the absorbing atom 

Relaxation effects up to second order in ∂E/∂f : balance between initial 
and final state contributions 

One calculation for  each excitation



Errors/Corrections
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∆ IP = ε
T
1s

(

1

2

)

− IP∆SCF

∆ (1s → π
∗) =

(

επ∗ − ε
T
1s

(

1

2

))

− ∆E∆SCF

Single particle picture (hole/electron correlation) 

 Basis sets flexible to relaxation to describe Rydberg states; 
Double basis set approach [19s,19p,19d] 

Using TP: error due to higher order contributions to the core 
relaxation energy 

Energy corrections based on ∆ SCF  

Relativistic correction  as rigid, species-dependent translation



The Core Hole
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The actual location of the excited electron in the final state has a 
relative small effect on relaxation of the orbitals 

The focus is set on the core hole 

Only one SCF calculation per core hole for the entire spectrum

HCH 
half core hole 

system charged +1/2 

contribution 
from the 

initial state

XHCH 
half core hole 

half 1st excited state 
neutral system 

contribution 
from the 

initial state

FCH 
full core hole 

system charged +1 

dominated  
by the 

final state

XFCH 
full core hole 

full 1st excited state 
neutral system 

contribution 
by the 

final state



Ground state SCF and localization of the occupied orbitals 

Character of the Core states 

Half Core Hole / Full Core Hole / any core occupation (LSD) 

SCF with modified occupation numbers 

Oscillator strengths in the velocity form

AE-TP in Condensed Matter
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∑
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Input XAS
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&XAS 
      &SCF 
          EPS_SCF 1.0E-4 
          MAX_SCF 200 
          &SMEAR ON 
             METHOD FERMI_DIRAC 
             ELECTRONIC_TEMPERATURE [K] 300 
          &END 
          &MIXING 
             METHOD  BROYDEN_MIXING 
             ALPHA 0.1 
             BETA 1.5 
             NBUFFER 8 
          &END MIXING 
      &END SCF 
      METHOD        TP_HH 
      DIPOLE_FORM   VELOCITY 
      STATE_TYPE    1s 
      STATE_SEARCH  10 # mult. matches 
      ATOMS_LIST    1 
      ADDED_MOS     1000 
      &LOCALIZE 
      &END 

      &PRINT 
         &PROGRAM_RUN_INFO 
         &END 
         &RESTART 
             FILENAME ./root 
             &EACH 
               XAS_SCF 15 
             &END 
             ADD_LAST NUMERIC 
         &END 
         &XAS_SPECTRUM 
           FILENAME ./root 
         &END 
         &XES_SPECTRUM 
           FILENAME ./root 
         &END 
      &END 

 &END XAS



Broadening and Shift
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32 3 Methodology of NEXAFS calculations

with typical values as:

⇥min ⇥ 0.5 eV, ⇥max ⇥ 8 eV, Emax � Emin ⇥ 20 eV (3.8)

Figure 3.2: Example of a calculation: the spikes resulting from a TP
calculation are convoluted with a superposition of Gaussians as described in
Eq. (3.7) (red). The transitions are shifted to the �SCF value of the first
transition (dotted line) by matching this value with the first TP resonance
(⇥ 290 eV) by an alignment of �� and the final spectrum is obtained (green).

Convolution using Gaussian functions with adapted width

Energy (eV)



NEXAFS for Hexagonal Ice
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Hexagonal Ice

Energy (eV)
532 536 540 544

Liquid water similar to the surface of ice

Liquid water

One free O-H 

bond at the ice

surface

Fully coordinated 

in bulk ice

Liquid water and ice 

surface have a similar 

local structure. 

Most molecules in liquid 

water have one non-H-

bonded OH group

~10% are fully 

coordinated

Surface effects in water x-ray absorption, temperature/pressure effects…?

?

128H2O 
6-311G(dp)

Exp.

 538 534  536 532  540  542  544

Exp: gas phase vs Ice

Exp. Ice : Nilsson et al.  JCP, 122, 154505 (2005) 
Exp. liquid water : M. Odelius et al., PRB, 73, 024205 (2006)

All O donating and accepting 2 h-bonds 

Charge redistribution (no antibonding OH) 

Large post-edge band (emptied lone-pairs)

Energy (eV)



Size of the Simulation Cell
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Energy (eV)

1x2x2 
64H2O

Energy (eV)

1x1x1 
16H2O

2x2x2 
128H2O

3x3x3 
432H2O

6-311G(dp) 
aug-cc-pVQZ 

BLYP

532

532

536 540

536 540 544

536 540 544

532 536 540 544



Different Core State Occupation
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Not only the absolute position but also the shape of the spectrum might change  

Energy (eV)Energy (eV)

XFCH

HCH FCH

6-311G(dp) + 
aug-cc-pVZ4 

BLYP
XHCH

532 536 540 536 540 544

536 540 544532536 540 544532



Liquid Water
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Sampling over pre-generated trajectories: 20 ps, spectrum  every  0.5 ps

 532  534  536  538  540  542  544

BLYP
B3LYP

HCTH407

Energy (eV)

XAS 32 
H2O 

6-31G(dp)

Experiment

Energy (eV)
532 536 540 544

6-311G(dp)
6-31G(dp)

6-311G(dp) + 
aug-cc-pVQZ

Exp.

532 536 540 544
Energy (eV)

Better relative 
intensities between 

Pre-edge and Post-edge 
by additional flexibility 

in virtual orbital 
description around the 

absorbing atom



Nuclear Magnetic Resonance
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Measure of the Larmor precession frequency of the nuclear spin within a magnetic field

!Larmor =
d�

dt
=

ge

2m
B

NMR spectroscopy

spin quantum number, angular momentum:
homogeneous external magnetic field

NMR frequency of a
shielded nucleus

⇥ =
�B0 (1� ⌅)

2⇤
B0 : applied field

⌅ : shielding constant
energy levels of a spin 1/2 nucleus

(i.e. 1H, 13C, 15N, 19F, 29S, 31P, e�)Interaction between B and a spin 1/2 nucleus with spin angular momentum 

~! = �E = ��~B

 1H 
15N 
19F 
29S 
31P

Quantized nuclear spin

E = �µ ·B

net nuclear spin magnetisation in B

in diamagnetic materials the Bind arises only from the induced orbital currents j

B = B0 +Bind



Chemical Shielding

54

Figure 1: (right) 13C CP-MAS spectrum of a molecular crystal (Flurbiprofen(1)). The effect

of magnetic shielding causes nuclei in different chemical environments to resonate at slightly

different frequencies

can be increased by using high magnetic fields and choosing nuclei with a large value of γ.

The largest commercially available solid-state NMR spectrometers operate at a field of 23.5 T

(giving a Larmor frequency for protons of 1 GHz). However, the nuclear constants are dictated

by nature and some common isotopes such as 12C or 16O have no net spin, as will any nucleus

with an even number of neutrons and protons. In many cases interesting and technologically

significant elements have NMR active isotopes which are present in low abundance (eg Oxygen

for which the NMR active 17O is present at 0.037%) and/or have small γ (eg 47Ti which has

γ(47Ti)=0.06γ(1H) ). It is only with the latest techniques and spectrometers that NMR studies

on such challenging nuclei has become feasible.

1.1 Solid-State NMR

After its initial development in the 1940’s NMR was rapidly adopted in the field of organic

chemistry where is it now used as a routine analytic technique, illustrated by the fact that

undergraduate students are taught to assign NMR spectra of organic compounds based on

empirical rules. Advances in technique have enabled the study of protein structures and other

complex bio-molecules. Given its application to such complex systems it may appear surprising

that the use of NMR to study solid materials is still a developing research topic, and not yet

a routine tool. To appreciate the difference between the solution state techniques of analytical

chemistry and solid-state NMR it is important to understand that most interactions in NMR

are anisotropic. In a simple way this means that the splitting of the nuclear spin states depend

on the orientation of the sample with respect to the applied field. In solution, molecules tumble

at a much faster rate than the Larmor frequency of the nuclei (which is typically between 50

and 1000 MHz). This means that nuclei will experience an average magnetic field, giving rise to

a well defined transition frequency and sharp spectral lines. For a powdered solid the situation

is different; instead of a time average we have an static average over all possible orientations.

Rather than the sharp spectral lines observed in the solution-state a static NMR spectrum of

a solid material will typically be a broad featureless distribution (see Figure 2). In a sense the

problem is that NMR in the solid-state provides too much information. The experimentalist

must work hard to remove the effects of these anisotropic interactions in order to obtain useful
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13C spectrum

radio frequencies 
signals from ensemble of sites 

highly sensitive to atomic structure and dynamics

applied B0 along x

chemical shift w.r.t. reference



Magnetic Field

55

B = r⇥A(r) = r⇥ [A(r) +r�g(r)]

Representation by means of a vector potential and a Gauge function 

A(r) = �1

2
r⇥B �g(r) =

1

2
r ·Rb ⇥B

The Gauge function translates the origin, it does not change the 
physics, but affects the numerical accuracy

Minimal substitution in the Hamiltonian

H =
1

2m
(p� eA(r))2 + V

1st order 
imaginary



Density Functional Perturbation Theory
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Variational principle at second order in the DFT framework

Etot = E(0)
KS + �Epert static perturbation

Etot = E(0) + �E(1) + �2E(2) + ...  i =  (0)
i + � (1)

i + �2 (2)
i + ...

Expansion to 2nd order and minimisation: linear response 
𝛦(2) variational in ψ(1)
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Induced Current Density
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Perturbation operator split into three terms

Sebastiani, Parrinello, JPC, 105, 1951 (2001) 
Weber, Iannuzzi, Giani, Hutter, Declerck, Waroquier, JCP, 131, 014106 (2009)

x-component of current density j induced by B0 applied along y

diamagnetic

Gauge invariance in molecular and periodic systems

IGAIM

CSGT

 individual gauge for atoms in molecules

computationally convenient, slow 
converging with basis set quality



GAPW Chemical Shift

58Weber, Iannuzzi, Giani, Hutter, Declerck, Waroquier, JCP, 131, 014106 (2009)

GAPW  
induced 

current density

applied B0 along x

from soft term in reciprocal space

from local terms by integration on spherical grids
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&GLOBAL 
  PROJECT             ${PROJECT_NAME} 
  PRINT_LEVEL    LOW 
  RUN_TYPE          LINEAR_RESPONSE 
&END GLOBAL

Linear Response run-type

  &DFT 
    BASIS_SET_FILE_NAME       EMSL_BASIS_SETS 
    POTENTIAL_FILE_NAME       POTENTIAL 
    &MGRID 
      CUTOFF        300 
    &END MGRID 
    &QS 
      METHOD      GAPW 
    &END QS 
    &SCF 
      &OUTER_SCF 
         MAX_SCF     200 
      &END OUTER_SCF 
      MAX_SCF           20 
      EPS_SCF          10E-6 
      &OT 
        ALGORITHM      IRAC 
        PRECONDITIONER FULL_ALL 
      &END OT 
    &END SCF 
    &XC 
      &XC_FUNCTIONAL    BLYP 
      &END XC_FUNCTIONAL 
    &END XC 
  &END DFT

Ground State GAPW

  &PROPERTIES 
    &LINRES 
       &LOCALIZE 
       &END 
       OPT_METHOD      CG 
       LINESEARCH 2PNT 
       PRECONDITIONER  FULL_ALL 
       MAX_SCF 2000 
       &CURRENT 
          GAUGE          ATOM 
          ORBITAL_CENTER COMMON 
       &END CURRENT 
       &NMR 
           INTERPOLATE_SHIFT T 
           &PRINT 
               &CHI_TENSOR 
               &END CHI_TENSOR 
           &END PRINT 
       &END 
    &END 
  &END

NMR Chemical Shift

    &KIND N 
      LEBEDEV_GRID    100 
      RADIAL_GRID     200 
      BASIS_SET       aug-cc-pVQZ 
      POTENTIAL       ALL 
    &END KIND

GAPW kind



NMR Output for SiH4

60

  Total electronic density (r-space):        -11.6551998133        6.3448001867 
  Total core charge density (r-space):        18.0000000000        0.0000000000 

  Hard and soft densities (Lebedev):         -67.3124445208      -60.9676446784 
  Total Rho_soft + Rho1_hard - Rho1_soft (r-space):              -17.9999996557 
  Total charge density (r-space):                                  0.0000003443 
  Total Rho_soft + Rho0_soft (g-space):                            0.0000003075 

  Overlap energy of the core charge distribution:              0.00000011310807 
  Self energy of the core charge distribution:              -131.30230308020512 
  Core Hamiltonian energy:                                  -159.90960164160288 
  Hartree energy:                                             32.53453281991028 
  Exchange-correlation energy:                                -5.66831828118873 

  GAPW| Exc from hard and soft atomic rho1:                  -16.66150292615432 
  GAPW| local Eh = 1 center integrals:                       -10.87514648571372 

  outer SCF iter =    2 RMS gradient =   0.35E-05 energy =      -291.8823394818 
  outer SCF loop converged in   2 iterations or   23 steps 

 ENERGY| Total FORCE_EVAL ( QS ) energy (a.u.):             -291.882339481846373

Converged GAPW SCF
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LOCALIZE| The spread relative to a set of orbitals is computed 
LOCALIZE| Orbitals to be localized: All the occupied 
LOCALIZE| Spread defined by the Berry phase operator 
LOCALIZE| The optimal unitary transformation is generated by the Jacobi algorithm 

Localization of the ground state orbitals before starting the linear response calculation 
         Localization by iterative Jacobi rotation 
                      Iteration           Tolerance 
                            100          0.2560E-01 
                            200          0.1556E-01 
                            300          0.6506E-02 
                            400          0.1981E-02 
                            500          0.8639E-03 
                            600          0.3288E-03 
               Localization  for spin   1 converged in    698 iterations 
    Total Spread (Berry) x,y,z:               1.1135942650    1.1135229959    1.1133052793 

 WANNIER CENTERS for spin  1 

                 --------------- Centers ---------------    --------------- Spreads ——————— 
    state      1     -0.222895    0.146450    0.058049         0.541470    0.000000    0.000000 
    state      2      0.000107   -0.064397   -0.264849         0.541498    0.000000    0.000000 
    state      3      0.222716    0.146673    0.058175         0.541470    0.000000    0.000000 
    state      4      0.000000    0.000121    0.000245         0.140158    0.000000    0.000000 
    state      5      0.000072   -0.228327    0.149401         0.541477    0.000000    0.000000 
    state      6     -1.772371   -1.183928   -0.406835         1.888384    0.000000    0.000000 
    state      7      0.000093    0.608045    2.082470         1.887723    0.000000    0.000000 
    state      8      0.000211    1.760315   -1.267771         1.887975    0.000000    0.000000 
    state      9      1.772063   -1.184376   -0.406863         1.888382    0.000000    0.000000

Localization procedure through Jacobi rotations
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============================================================================= 
                        START LINRES CALCULATION 
============================================================================= 
         Properties to be Calulated: 

                                            NMR Chemical Shift 
 LINRES|                                                        LOCALIZED PSI0 
 LINRES|     Optimization algorithm                        Conjugate Gradients 
 LINRES|                Line Search                                       2pnt 
 LINRES|             Preconditioner                                   FULL ALL 

 LINRES|                    EPS_SCF                                    1.0E-05 

 LINRES|    Max number of iterations per SCF cycle                        2000 

  Total energy ground state:                                -291.88233948447117 
     -65.49055205     -5.05920132     -3.47810739     -3.47810596 
      -3.47809942     -0.48735526     -0.30828056     -0.30810235 
      -0.30804975 

                   *** Start current Calculation *** 

         Initialization of the current environment 

 CURRENT| Gauge used ATOM 
 CURRENT| Orbital center used COMMON 
 CURRENT| Common center   0.000000  0.000000  0.000000 
 CURRENT| Calculation of the p and (r-d)xp operators applied to psi0 

Linear Response Initialization
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         *** Self consistent optimization of the response wavefunctions *** 

         Response to the perturbation operator P_x 

  Iter.  Method    Stepsize          G-norm             Convergence              Total energy 
  ----------------------------------------------------------------------------- 
    10    LR LS    0.99E-01          0.0000000000        0.0323894903       -2.2638501245 
    20    LR LS    0.12E+00          0.0000000000        0.0077609426       -2.6500765218 
    30    LR LS    0.48E-01          0.0000000000        0.0077044886       -2.6794773033 
    40    LR LS    0.15E+00          0.0000000000        0.0050879317       -2.7024052890 
    50    LR LS    0.60E+00          0.0000000000        0.0074222310       -2.7361724629 
    60    LR LS    0.55E-01          0.0000000000        0.0036544263       -2.7922066072 
    70    LR LS    0.68E-01          0.0000000000        0.0027598118       -2.7965811305 
    80    LR LS    0.90E-01          0.0000000000        0.0011411853       -2.7983145616 
    90    LR LS    0.11E+00          0.0000000000        0.0008189226       -2.7988545411 
   100    LR LS    0.72E-01          0.0000000000        0.0005977973       -2.7991253972 
   110    LR LS    0.73E-01          0.0000000000        0.0003155523       -2.7991931045 
   120    LR LS    0.64E-01          0.0000000000        0.0002261754       -2.7992267386 
   130    LR LS    0.76E-01          0.0000000000        0.0000928637       -2.7992365112 
   140    LR LS    0.62E-01          0.0000000000        0.0000783777       -2.7992406728 
   150    LR LS    0.94E-01          0.0000000000        0.0000318069       -2.7992417209 
   160    LR LS    0.90E-01          0.0000000000        0.0000245090       -2.7992422317 
         The SCF has converged in  167 iterations 

         Second order energy P_x= -0.2799242338698460E+01 
         Store the psi1 for the calculation of the response current density 
        

Response calculation for first perturbation operator



mal variation of about 9 ppm between the ISO and W3 cal-
culations. Larger variations between the ISO and W3 calcu-
lations are observed for the hydrogen and nitrogen atoms
with 0.6 and 26 ppm, respectively. The last column of the
table contains the W5 calculations. The difference between
the W3 and W5 is very small with less than 1 ppm for the
chemical shift of the carbons, 0.2 ppm for the hydrogens, and
3 ppm for the nitrogens.

While the maximal variation in the chemical shifts with
respect to the size of the QM part is small with about 2 ppm
for carbon, 0.1 ppm for hydrogen, and 3 ppm for the nitrogen
without any N–H bond !N1, N3, and N7", it can be more
pronounced with up to 14 ppm for the other nitrogens !N6
and N9". This finding reflects the formation of hydrogen
bonds between the NH and NH2 groups with the solvent that
are not properly described in the W0 calculation.

1. g tensor of the E1! center in !-quartz

To further validate the method for the calculation of the
g tensor and to apply it in a PBC simulation, we calculated
the g tensor of the positively charged oxygen vacancy E1!
center in !-quartz. Being one of the most abundant point
defects in silica and due to its importance in the degradation
of the performance of the gate oxide in transistors, the E1!
center has been the subject of a large number of calculations
!an excellent overview can be found in Ref. 56". To our
knowledge, the g tensor of this defect has been calculated
only once,19 using the GIPAW g-tensor method. However,
the !periodic" simulation cell that was used included only 71

TABLE IV. Calculated 13C, 1H, and 15N chemical shifts of an isolated adenine !upper part of the table". Values
in parentheses are corrected for core electrons !see text for details". Absolute chemical shifts of the references
are shown in the lower part of the table. The subscripts t, n, b, py, pr, and a refer to TMS, MeNO2, benzene,
pyridine, pyrrole, and aniline, respectively. All the values are in ppm.

IGAIM-GAPWa IGAIM-GAa IGAIM-GAb CSGT-CPc IGAIM-GAPWd GIPAWe

C2 164 164 166 136 !168" 162 166
C4 159 159 162 130 !161" 156 162
C5 128 128 130 93 !124" 126 131
C6 163 163 165 134 !166" 161 164
C8 141 141 143 115 !146" 140 143
H2 8.4 8.4 8.5 7.4 8.4 8.5
H8 7.5 7.5 7.7 7.0 7.6 8.1
N1 "134 "134 "135 "143 !"118" "128 "132
N3 "142 "142 "146 "152 !"127" "136 "141
N6 "319 "319 "327 "285 !"332" "310 "322
N7 "129 "129 "132 "154 !"129" "123 "128
N9 "235 "235 "240 "217 !"240" "226 "234
Ct 177 177 175 7 181 184
Ht 31.3 31.3 31.3 30.6 31.1 30.9
Nn "159 "159 "166 "299 "152 "139
Cb 37 "99
Npy "119 "227
Npr 77 "79
Na 171 "8

aBLYP/cc-pVQZ.
bBLYP/aug-cc-pV5Z.
cBLYP/200 Ry.
dPBE/cc-pVQZ.
ePBE/100 Ry.

TABLE V. Calculated 13C, 1H, and 15N chemical shifts of adenine at the
BLYP/cc-pVQZ level of theory within a QM/MM framework !see text for
details". All the values are in ppm.

ISO W0 W3 W5

C2 164 164 166 166
C4 148 148 148 148
C5 120 120 120 120
C6 160 160 159 159
C8 145 152 154 154
H2 7.8 7.8 7.8 7.9
H8 7.7 8.3 8.2 8.4
N1 "115 "129 "128 "125
N3 "127 "147 "144 "145
N6 "330 "330 "318 "317
N7 "121 "144 "147 "149
N9 "249 "237 "226 "223

FIG. 3. Labeling scheme for the adenine.
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mal variation of about 9 ppm between the ISO and W3 cal-
culations. Larger variations between the ISO and W3 calcu-
lations are observed for the hydrogen and nitrogen atoms
with 0.6 and 26 ppm, respectively. The last column of the
table contains the W5 calculations. The difference between
the W3 and W5 is very small with less than 1 ppm for the
chemical shift of the carbons, 0.2 ppm for the hydrogens, and
3 ppm for the nitrogens.

While the maximal variation in the chemical shifts with
respect to the size of the QM part is small with about 2 ppm
for carbon, 0.1 ppm for hydrogen, and 3 ppm for the nitrogen
without any N–H bond !N1, N3, and N7", it can be more
pronounced with up to 14 ppm for the other nitrogens !N6
and N9". This finding reflects the formation of hydrogen
bonds between the NH and NH2 groups with the solvent that
are not properly described in the W0 calculation.

1. g tensor of the E1! center in !-quartz

To further validate the method for the calculation of the
g tensor and to apply it in a PBC simulation, we calculated
the g tensor of the positively charged oxygen vacancy E1!
center in !-quartz. Being one of the most abundant point
defects in silica and due to its importance in the degradation
of the performance of the gate oxide in transistors, the E1!
center has been the subject of a large number of calculations
!an excellent overview can be found in Ref. 56". To our
knowledge, the g tensor of this defect has been calculated
only once,19 using the GIPAW g-tensor method. However,
the !periodic" simulation cell that was used included only 71

TABLE IV. Calculated 13C, 1H, and 15N chemical shifts of an isolated adenine !upper part of the table". Values
in parentheses are corrected for core electrons !see text for details". Absolute chemical shifts of the references
are shown in the lower part of the table. The subscripts t, n, b, py, pr, and a refer to TMS, MeNO2, benzene,
pyridine, pyrrole, and aniline, respectively. All the values are in ppm.

IGAIM-GAPWa IGAIM-GAa IGAIM-GAb CSGT-CPc IGAIM-GAPWd GIPAWe

C2 164 164 166 136 !168" 162 166
C4 159 159 162 130 !161" 156 162
C5 128 128 130 93 !124" 126 131
C6 163 163 165 134 !166" 161 164
C8 141 141 143 115 !146" 140 143
H2 8.4 8.4 8.5 7.4 8.4 8.5
H8 7.5 7.5 7.7 7.0 7.6 8.1
N1 "134 "134 "135 "143 !"118" "128 "132
N3 "142 "142 "146 "152 !"127" "136 "141
N6 "319 "319 "327 "285 !"332" "310 "322
N7 "129 "129 "132 "154 !"129" "123 "128
N9 "235 "235 "240 "217 !"240" "226 "234
Ct 177 177 175 7 181 184
Ht 31.3 31.3 31.3 30.6 31.1 30.9
Nn "159 "159 "166 "299 "152 "139
Cb 37 "99
Npy "119 "227
Npr 77 "79
Na 171 "8

aBLYP/cc-pVQZ.
bBLYP/aug-cc-pV5Z.
cBLYP/200 Ry.
dPBE/cc-pVQZ.
ePBE/100 Ry.

TABLE V. Calculated 13C, 1H, and 15N chemical shifts of adenine at the
BLYP/cc-pVQZ level of theory within a QM/MM framework !see text for
details". All the values are in ppm.

ISO W0 W3 W5

C2 164 164 166 166
C4 148 148 148 148
C5 120 120 120 120
C6 160 160 159 159
C8 145 152 154 154
H2 7.8 7.8 7.8 7.9
H8 7.7 8.3 8.2 8.4
N1 "115 "129 "128 "125
N3 "127 "147 "144 "145
N6 "330 "330 "318 "317
N7 "121 "144 "147 "149
N9 "249 "237 "226 "223

FIG. 3. Labeling scheme for the adenine.

014106-8 Weber et al. J. Chem. Phys. 131, 014106 !2009"

Downloaded 27 Jan 2011 to 130.60.136.86. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions

CPMD 
CSGT 

BLYP/200Ry

G03 
IGAIM 

BLYP /cc-pVQZ     BLYP /aug-cc-pVZ5

CP2K 
IGAIM 

BLYP/cc-p-VQZ

Geometry optimised in gas phase : BLYP/6-31G(dp)

PP 
corrected

pyrrol

PP correction



Hydrated Adenine

65

mal variation of about 9 ppm between the ISO and W3 cal-
culations. Larger variations between the ISO and W3 calcu-
lations are observed for the hydrogen and nitrogen atoms
with 0.6 and 26 ppm, respectively. The last column of the
table contains the W5 calculations. The difference between
the W3 and W5 is very small with less than 1 ppm for the
chemical shift of the carbons, 0.2 ppm for the hydrogens, and
3 ppm for the nitrogens.

While the maximal variation in the chemical shifts with
respect to the size of the QM part is small with about 2 ppm
for carbon, 0.1 ppm for hydrogen, and 3 ppm for the nitrogen
without any N–H bond !N1, N3, and N7", it can be more
pronounced with up to 14 ppm for the other nitrogens !N6
and N9". This finding reflects the formation of hydrogen
bonds between the NH and NH2 groups with the solvent that
are not properly described in the W0 calculation.

1. g tensor of the E1! center in !-quartz

To further validate the method for the calculation of the
g tensor and to apply it in a PBC simulation, we calculated
the g tensor of the positively charged oxygen vacancy E1!
center in !-quartz. Being one of the most abundant point
defects in silica and due to its importance in the degradation
of the performance of the gate oxide in transistors, the E1!
center has been the subject of a large number of calculations
!an excellent overview can be found in Ref. 56". To our
knowledge, the g tensor of this defect has been calculated
only once,19 using the GIPAW g-tensor method. However,
the !periodic" simulation cell that was used included only 71

TABLE IV. Calculated 13C, 1H, and 15N chemical shifts of an isolated adenine !upper part of the table". Values
in parentheses are corrected for core electrons !see text for details". Absolute chemical shifts of the references
are shown in the lower part of the table. The subscripts t, n, b, py, pr, and a refer to TMS, MeNO2, benzene,
pyridine, pyrrole, and aniline, respectively. All the values are in ppm.

IGAIM-GAPWa IGAIM-GAa IGAIM-GAb CSGT-CPc IGAIM-GAPWd GIPAWe

C2 164 164 166 136 !168" 162 166
C4 159 159 162 130 !161" 156 162
C5 128 128 130 93 !124" 126 131
C6 163 163 165 134 !166" 161 164
C8 141 141 143 115 !146" 140 143
H2 8.4 8.4 8.5 7.4 8.4 8.5
H8 7.5 7.5 7.7 7.0 7.6 8.1
N1 "134 "134 "135 "143 !"118" "128 "132
N3 "142 "142 "146 "152 !"127" "136 "141
N6 "319 "319 "327 "285 !"332" "310 "322
N7 "129 "129 "132 "154 !"129" "123 "128
N9 "235 "235 "240 "217 !"240" "226 "234
Ct 177 177 175 7 181 184
Ht 31.3 31.3 31.3 30.6 31.1 30.9
Nn "159 "159 "166 "299 "152 "139
Cb 37 "99
Npy "119 "227
Npr 77 "79
Na 171 "8

aBLYP/cc-pVQZ.
bBLYP/aug-cc-pV5Z.
cBLYP/200 Ry.
dPBE/cc-pVQZ.
ePBE/100 Ry.

TABLE V. Calculated 13C, 1H, and 15N chemical shifts of adenine at the
BLYP/cc-pVQZ level of theory within a QM/MM framework !see text for
details". All the values are in ppm.

ISO W0 W3 W5

C2 164 164 166 166
C4 148 148 148 148
C5 120 120 120 120
C6 160 160 159 159
C8 145 152 154 154
H2 7.8 7.8 7.8 7.9
H8 7.7 8.3 8.2 8.4
N1 "115 "129 "128 "125
N3 "127 "147 "144 "145
N6 "330 "330 "318 "317
N7 "121 "144 "147 "149
N9 "249 "237 "226 "223

FIG. 3. Labeling scheme for the adenine.
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atoms !24 silicon atoms and 47 oxygen atoms", while the real
E1! center in nature has quite a long !up to four to five SiO2
shells" defect geometry propagation, causing the structure to
be somewhat biased by the periodic replica. Moreover, the
interaction range of the +1 positive charge of the E1! center is
even much larger than four to five SiO2 shells, since the quite
well ordered structure fails to screen the bare charge.

For the present calculation, we used a QM/MM scheme
previously tested and applied on !-quartz.56–58 The MM
!-quartz crystal is made of 15 552 atoms in an orthorhombic
cell with lattice constants of 49.94, 57.66, and 63.49 Å, and
is described using the van Beest–Kramer–van Santen

potential.59 After removal of an oxygen atom, a portion of
159 QM atoms was chosen in order to surround the oxygen
vacancy defect. The geometry was relaxed using the GPW
method37,60 and a PSP approximation for the entire QM sub-
system was employed. For the CSGT-GAPW g-tensor calcu-
lation on the relaxed structure, 17 QM atoms are described
with AE treatment !using the full nuclear potential", while
the remaining 142 QM atoms are still described within the
PSP approximation. The different subsystems of this ap-
proach, which will be referred to as AE/PSP/MM, are shown
in Fig. 4. We also performed a calculation using an AE treat-
ment for the entire QM subsystem; this approach will be
referred to as AE/MM. A PBE gradient-corrected functional
was used !in correspondence with the GIPAW calculation",
together with a TZV2P-PSP !Ref. 61" basis set for the PSP
atoms and a 6-311G!d, p" basis set for the AE atoms and a
320 Ry cutoff for the auxiliary plane wave grid.

The calculated "g tensors are presented in Table VI,
together with the corresponding experimental62 and theoret-
ical !using the GIPAW method" data from literature. Com-
paring the calculated "g tensors with the available experi-
mental data, all three methods, CSGT-GAPW AE/PSP/MM,
CSGT-GAPW AE/MM, and GIPAW, are found to perform
very well.

In the GIPAW approach the principal values are slightly
overestimated and the quasidegeneracy of the "gyy and "gzz
principal values is not found. The latter also affects the
predictions for the corresponding principal directions.
The CSGT-GAPW AE/PSP/MM approach gives a slightly
better agreement with experiment compared to the
CSGT-GAPW AE/MM, but the differences are minor. An
important advantage of the CSGT-GAPW AE/PSP scheme is
the lower computational cost compared to a full AE treat-
ment of the QM subsystem. We further refrain from making
a strong or definite judgment on the accuracies that can be
obtained with the GIPAW and GAPW method, as each
method has of course its merits and indeed several influences
have not been taken into account in this benchmark, such as
level-of-theory effects, dynamical effects and additional
structural influences.

IV. SUMMARY

We introduced a method for the AE calculation of the
NMR chemical shifts and EPR g tensor with PBC using the
GAPW method. Thanks to the AE-GAPW scheme, we can
avoid the use of the pseudopotential approximation, which is
one of the main sources of inaccuracies for the calculations
performed with the original Sebastiani and Parrinello imple-

TABLE VI. Principal values and principal directions of the calculated "g tensors for the E1! center in !-quartz and corresponding experimental !Ref. 62" and
theoretical !using the GIPAW method" data from literature. Principal values are expressed in ppm and principal directions in degrees.

Expt. GAPW AE/PSP/MM GAPW AE/MM GIPAW

"gii # $ "gii # $ "gii # $ "gii # $

"gxx %530 114.5° 227.7° %561 108.3° 229.6° %593 108.3° 230.1° %651 110.0° 223.5°
"gyy %1790 134.5° 344.4° %1830 157.6° 372.8° %1870 149.0° 353.6° %2255 142.3° 341.6°
"gzz %2020 125.4° 118.7° %1898 102.5° 135.4° %1901 114.1° 131.5° %2481 120.4° 121.1°

(a)

(b)

(c)
FIG. 4. The hybrid AE/PSP/MM scheme used to describe the E1! center in
!-quartz. The periodically repeated simulation cell has a total of 15 551
atoms, 142 of those are described within the PSP approximation, and an-
other 17 with an AE treatment !i.e., using the full nuclear potential". !a" The
AE fragment, together with an isosurface plot of the spin density
!&s=0.01 a.u.". !b" The AE fragment embedded in the PSP layer !orange".
!c" The QM !AE and PSP" fragment !orange" embedded in the MM layer
!gray".
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atoms !24 silicon atoms and 47 oxygen atoms", while the real
E1! center in nature has quite a long !up to four to five SiO2
shells" defect geometry propagation, causing the structure to
be somewhat biased by the periodic replica. Moreover, the
interaction range of the +1 positive charge of the E1! center is
even much larger than four to five SiO2 shells, since the quite
well ordered structure fails to screen the bare charge.

For the present calculation, we used a QM/MM scheme
previously tested and applied on !-quartz.56–58 The MM
!-quartz crystal is made of 15 552 atoms in an orthorhombic
cell with lattice constants of 49.94, 57.66, and 63.49 Å, and
is described using the van Beest–Kramer–van Santen

potential.59 After removal of an oxygen atom, a portion of
159 QM atoms was chosen in order to surround the oxygen
vacancy defect. The geometry was relaxed using the GPW
method37,60 and a PSP approximation for the entire QM sub-
system was employed. For the CSGT-GAPW g-tensor calcu-
lation on the relaxed structure, 17 QM atoms are described
with AE treatment !using the full nuclear potential", while
the remaining 142 QM atoms are still described within the
PSP approximation. The different subsystems of this ap-
proach, which will be referred to as AE/PSP/MM, are shown
in Fig. 4. We also performed a calculation using an AE treat-
ment for the entire QM subsystem; this approach will be
referred to as AE/MM. A PBE gradient-corrected functional
was used !in correspondence with the GIPAW calculation",
together with a TZV2P-PSP !Ref. 61" basis set for the PSP
atoms and a 6-311G!d, p" basis set for the AE atoms and a
320 Ry cutoff for the auxiliary plane wave grid.

The calculated "g tensors are presented in Table VI,
together with the corresponding experimental62 and theoret-
ical !using the GIPAW method" data from literature. Com-
paring the calculated "g tensors with the available experi-
mental data, all three methods, CSGT-GAPW AE/PSP/MM,
CSGT-GAPW AE/MM, and GIPAW, are found to perform
very well.

In the GIPAW approach the principal values are slightly
overestimated and the quasidegeneracy of the "gyy and "gzz
principal values is not found. The latter also affects the
predictions for the corresponding principal directions.
The CSGT-GAPW AE/PSP/MM approach gives a slightly
better agreement with experiment compared to the
CSGT-GAPW AE/MM, but the differences are minor. An
important advantage of the CSGT-GAPW AE/PSP scheme is
the lower computational cost compared to a full AE treat-
ment of the QM subsystem. We further refrain from making
a strong or definite judgment on the accuracies that can be
obtained with the GIPAW and GAPW method, as each
method has of course its merits and indeed several influences
have not been taken into account in this benchmark, such as
level-of-theory effects, dynamical effects and additional
structural influences.

IV. SUMMARY

We introduced a method for the AE calculation of the
NMR chemical shifts and EPR g tensor with PBC using the
GAPW method. Thanks to the AE-GAPW scheme, we can
avoid the use of the pseudopotential approximation, which is
one of the main sources of inaccuracies for the calculations
performed with the original Sebastiani and Parrinello imple-

TABLE VI. Principal values and principal directions of the calculated "g tensors for the E1! center in !-quartz and corresponding experimental !Ref. 62" and
theoretical !using the GIPAW method" data from literature. Principal values are expressed in ppm and principal directions in degrees.

Expt. GAPW AE/PSP/MM GAPW AE/MM GIPAW

"gii # $ "gii # $ "gii # $ "gii # $

"gxx %530 114.5° 227.7° %561 108.3° 229.6° %593 108.3° 230.1° %651 110.0° 223.5°
"gyy %1790 134.5° 344.4° %1830 157.6° 372.8° %1870 149.0° 353.6° %2255 142.3° 341.6°
"gzz %2020 125.4° 118.7° %1898 102.5° 135.4° %1901 114.1° 131.5° %2481 120.4° 121.1°

(a)

(b)

(c)
FIG. 4. The hybrid AE/PSP/MM scheme used to describe the E1! center in
!-quartz. The periodically repeated simulation cell has a total of 15 551
atoms, 142 of those are described within the PSP approximation, and an-
other 17 with an AE treatment !i.e., using the full nuclear potential". !a" The
AE fragment, together with an isosurface plot of the spin density
!&s=0.01 a.u.". !b" The AE fragment embedded in the PSP layer !orange".
!c" The QM !AE and PSP" fragment !orange" embedded in the MM layer
!gray".
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QM/MM: 15000 atoms

atoms !24 silicon atoms and 47 oxygen atoms", while the real
E1! center in nature has quite a long !up to four to five SiO2
shells" defect geometry propagation, causing the structure to
be somewhat biased by the periodic replica. Moreover, the
interaction range of the +1 positive charge of the E1! center is
even much larger than four to five SiO2 shells, since the quite
well ordered structure fails to screen the bare charge.

For the present calculation, we used a QM/MM scheme
previously tested and applied on !-quartz.56–58 The MM
!-quartz crystal is made of 15 552 atoms in an orthorhombic
cell with lattice constants of 49.94, 57.66, and 63.49 Å, and
is described using the van Beest–Kramer–van Santen

potential.59 After removal of an oxygen atom, a portion of
159 QM atoms was chosen in order to surround the oxygen
vacancy defect. The geometry was relaxed using the GPW
method37,60 and a PSP approximation for the entire QM sub-
system was employed. For the CSGT-GAPW g-tensor calcu-
lation on the relaxed structure, 17 QM atoms are described
with AE treatment !using the full nuclear potential", while
the remaining 142 QM atoms are still described within the
PSP approximation. The different subsystems of this ap-
proach, which will be referred to as AE/PSP/MM, are shown
in Fig. 4. We also performed a calculation using an AE treat-
ment for the entire QM subsystem; this approach will be
referred to as AE/MM. A PBE gradient-corrected functional
was used !in correspondence with the GIPAW calculation",
together with a TZV2P-PSP !Ref. 61" basis set for the PSP
atoms and a 6-311G!d, p" basis set for the AE atoms and a
320 Ry cutoff for the auxiliary plane wave grid.

The calculated "g tensors are presented in Table VI,
together with the corresponding experimental62 and theoret-
ical !using the GIPAW method" data from literature. Com-
paring the calculated "g tensors with the available experi-
mental data, all three methods, CSGT-GAPW AE/PSP/MM,
CSGT-GAPW AE/MM, and GIPAW, are found to perform
very well.

In the GIPAW approach the principal values are slightly
overestimated and the quasidegeneracy of the "gyy and "gzz
principal values is not found. The latter also affects the
predictions for the corresponding principal directions.
The CSGT-GAPW AE/PSP/MM approach gives a slightly
better agreement with experiment compared to the
CSGT-GAPW AE/MM, but the differences are minor. An
important advantage of the CSGT-GAPW AE/PSP scheme is
the lower computational cost compared to a full AE treat-
ment of the QM subsystem. We further refrain from making
a strong or definite judgment on the accuracies that can be
obtained with the GIPAW and GAPW method, as each
method has of course its merits and indeed several influences
have not been taken into account in this benchmark, such as
level-of-theory effects, dynamical effects and additional
structural influences.

IV. SUMMARY

We introduced a method for the AE calculation of the
NMR chemical shifts and EPR g tensor with PBC using the
GAPW method. Thanks to the AE-GAPW scheme, we can
avoid the use of the pseudopotential approximation, which is
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FIG. 4. The hybrid AE/PSP/MM scheme used to describe the E1! center in
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interaction range of the +1 positive charge of the E1! center is
even much larger than four to five SiO2 shells, since the quite
well ordered structure fails to screen the bare charge.

For the present calculation, we used a QM/MM scheme
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method has of course its merits and indeed several influences
have not been taken into account in this benchmark, such as
level-of-theory effects, dynamical effects and additional
structural influences.

IV. SUMMARY

We introduced a method for the AE calculation of the
NMR chemical shifts and EPR g tensor with PBC using the
GAPW method. Thanks to the AE-GAPW scheme, we can
avoid the use of the pseudopotential approximation, which is
one of the main sources of inaccuracies for the calculations
performed with the original Sebastiani and Parrinello imple-

TABLE VI. Principal values and principal directions of the calculated "g tensors for the E1! center in !-quartz and corresponding experimental !Ref. 62" and
theoretical !using the GIPAW method" data from literature. Principal values are expressed in ppm and principal directions in degrees.

Expt. GAPW AE/PSP/MM GAPW AE/MM GIPAW

"gii # $ "gii # $ "gii # $ "gii # $

"gxx %530 114.5° 227.7° %561 108.3° 229.6° %593 108.3° 230.1° %651 110.0° 223.5°
"gyy %1790 134.5° 344.4° %1830 157.6° 372.8° %1870 149.0° 353.6° %2255 142.3° 341.6°
"gzz %2020 125.4° 118.7° %1898 102.5° 135.4° %1901 114.1° 131.5° %2481 120.4° 121.1°

(a)

(b)

(c)
FIG. 4. The hybrid AE/PSP/MM scheme used to describe the E1! center in
!-quartz. The periodically repeated simulation cell has a total of 15 551
atoms, 142 of those are described within the PSP approximation, and an-
other 17 with an AE treatment !i.e., using the full nuclear potential". !a" The
AE fragment, together with an isosurface plot of the spin density
!&s=0.01 a.u.". !b" The AE fragment embedded in the PSP layer !orange".
!c" The QM !AE and PSP" fragment !orange" embedded in the MM layer
!gray".

014106-9 Magnetic linear response properties J. Chem. Phys. 131, 014106 !2009"

Downloaded 27 Jan 2011 to 130.60.136.86. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions


