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It is my great pleasure to present the latest 
PC2 research and service report for the period  
July 2019 - December 2022.

The evolution of PC2 and the world situation 
during this period has been, there is no other 
way to put it, spectacular. While the world was 
reeling from the first severe pandemic in many 
decades beginning in early 2020, which had 
serious implications for global supply chains 
in addition to the health consequences of con-
tact and travel restrictions, the University and 
its partners were working on the realization 
of the Noctua research building, which broke 
ground in the Fall of 2019. Delivering a com-
plex technical building like an HPC data center 
in the midst of a pandemic with an ambitious 
schedule, even in normal times, required the 

highest level of commitment from all involved. 
It is thanks to the high level of commitment of 
the university management, construction de-
partment, BLB, specialist planners and execut-
ing companies that the new construction of the 
data center was successfully completed with 
minimal delays despite the adverse circum-
stances and that the building was handed over 
for use in November 2021. This report provides 
you with a detailed insight into the technical 
infrastructure of the building, and we cordial-
ly invite you to visit the site to gain a more in-
depth impression.

The period under review also saw the 
long-awaited call for proposals and decision 
on the establishment of the "National High 
Performance Computing Association (NHR)". 

In this tender, supraregionally active and sci-
entifically distinguished HPC centers were able 
to apply for 10-year funding as a national su-
percomputing center within the framework of 
a competition for excellence. PC2 was able to 
prevail in this scientific competition as one of 
initially 8 centers. In the period 2021-2030, up 
to 75 million euros will flow to Paderborn as 
part of the NHR funding, which will be used 
for investments, operations and personnel. 
In particular, scientific user support and the 
methodological advancement of supercomput-
ing will be significantly strengthened by the 
further expansion of expert consulting at PC2. 
Within the NHR network, PC2 will contribute its 
expertise in applications and methods for at-
omistic simulations in chemistry, physics, and 
materials science, and its expertise in the use 
of heterogeneous computing architectures and 
hardware accelerators, in particular FPGAs and 
GPUs, for scientific computing. The establish-
ment of an NHR center is not only a great suc-
cess for PC2, but also an important milestone 
for the entire university location to further 
raise its profile in computational sciences.

Since all good things come in threes, the sec-
ond expansion stage of the Noctua HPC system 
was pushed forward in a public tender in paral-
lel with the construction of the computer cen-
ter and the establishment of the NHR center. 
The procurement was timed so that the system 
could be installed there immediately after com-
pletion of the new data center. The contract for 
the delivery of the HPC system was awarded to 
Atos/Bull.  The new HPC system, named "Noc-
tua 2", was installed from November 2021 and 
handed over to the users in April 2022 during 

a ceremonial commissioning with representa-
tives from science, industry and politics. With 
an investment volume of over 12 million euros, 
more than 1,000 servers, 140,000 CPU cores 
and a 6PB parallel memory system, Noctua 2 is 
by far the most powerful HPC system ever op-
erated at PC2. Half of the funding for the com-
puter came from the Noctua research build and 
half from the NHR grant.

In addition to these three highlights, our sci-
entific users and staff were anything but idle. 
Over 250 peer-reviewed scientific articles were 
reported whose results were obtained using 
PC2 resources. During the reporting period, 
approximately 200 new computing time proj-
ects totaling 1,050 million CPU core hours were 
approved, with a total of 368 projects being al-
located over 2 billion CPU core hours. Of these, 
over 120 projects were requested by individu-
als requesting computing time at PC2 for the 
first time. Special emphasis was placed on 
supporting young scientists: More than 40 ap-
plications were approved explicitly for thesis 
work, and applications were approved from 7 
junior professors and 87 non-professorial proj-
ect applicants.

I invite you to browse through the articles in 
this report, be inspired by the diverse topics, 
and follow the references for further interest. I 
wish you a stimulating read.

Prof. Dr. Christian Plessl
Managing Director and Chairman of the Board



The HPC systems are located in a com-
puter room with a floor area of over 

330 m², offering 5 m freely usable 
ceiling height and 1 m deep 

raised floor (see Fig. 2, lo-
cation in building see 

Fig. 3 (1)).

The computer room is divided into three seg-
ments. Each segment can accommodate one 
large HPC system with its specific require-
ments for electricity and cooling.
Power to the HPC systems is provided by bus-
bar systems and ceiling-mounted outlet boxes, 
each with a maximum capacity of over 1 mega-
watt per HPC system. An electrical capacity of 
2.6 megawatts is currently available for IT sys-
tems, and expansion to  over  6 megawatts  is 
being planned (location see Fig. 3 (6)).

During the reporting period, the new HPC data 
center in Building X was completed and hand-
ed over for its intended purpose. This marks 
a major milestone and a step forward for PC2 
and Paderborn University as a whole.

In retrospect, this complex project was com-
pleted within the planned budget in a relative-
ly short period from the application for funding 
in September 2016 to the start of construction 
in October 2019 to the handover of the building 
to the university in November 2021. It is truly 
remarkable that this was achieved under the 
adverse circumstances of the Corona pandem-
ic and the scarce supply of building materials.

With Noctua 2, the first HPC system was in-
stalled in the new data center in December 
2021 and declared operational in February 
2022. Moving all the PC2 personnel from build-
ing O to building X was completed in Febru-

ary 2022. Some remaining work on the techni-
cal systems of the data center was completed 
in the following months.

CEREMONIAL COMPLETION OF
CONSTRUCTION

The official handover of the Noctua 2 HPC 
system took place during the festive opening 
ceremony in April 2022 in the presence of the 
NRW Minister for Culture and Science Isabel 
Pfeiffer-Poensgen and the representative of 
the NRW Bau- und Liegenschaftbehörde BLB 
Dinah Heidemann (Fig. 1).

SUCCESSFUL CONSTRUCTION
DESPITE ADVERSE CONDITIONS

HPC DATA CENTER IN NEW 
BUILDING X 

Fig. 1: Inauguration of the HPC data 
center (front from left to right): Isabel 
Pfeiffer-Poensgen (NRW Minister of Cul-
ture and Science), Dinah Heidemann 
(BLB NRW), University President 
Prof. Dr. Birgitt Riegraf, (back from left to 
right) Udo Littke (Atos Germany), Prof. Dr. 
Christian Plessl (PC2), Prof. Dr. Christof Schütte 
(Zuse Institute Berlin) and Hans-Bernd Janzen 
(Deputy District Administrator of Paderborn).

Fig. 2: Whitespace with the first HPC 
system Noctua 2 and enough floor 

space for the next two generations of HPC 
systems.

COOLING IS IMPORTANT

The piping for the two cooling circuits, a 
cold-water circuit with an inlet temperature 
of 19 °C and a hot water circuit with an inlet 
temperature of >32 °C are located in the raised 
floor. The hot water loop can discharge up to 1 
megawatt per segment, depending on the inlet 
and outlet temperatures allowed by the HPC 
system. The chilled water loop has a maximum 
total capacity of up to 700 kW (Fig. 3 (3)) and 
also supplies the chillers for air cooling. An 
early fire detection system and fire detection 
sensors provide for alarming and, if necessary, 
extinguishing by introducing nitrogen (Fig. 3 
(9)).
Another room with special fire protection is 
available for data backup and archiving.
The cooling systems of the computer center 
were designed in such a way that the waste 
heat of the computer systems can be dissi-
pated and reused in a highly efficient manner. 
To this end, we consistently rely on hot water 
cooling, which can dissipate at least 85% of 
the waste heat. In order to be able to achieve 
a flow temperature of 32°C for the hot water 
circuit all year round, the heat exchangers on 
the roof can be moistened with water on partic-
ularly hot days. The humidification generates 
evaporative cooling and leads to a reduction of 
the temperature supplied by the heat exchang-
er, the so-called adiabatic cooling (Fig. 5 (4)).  

HPC Data Center
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Due to the high temperature in the return of the 
hot water circuit, the waste heat can be used 
to heat buildings, for which a local heating net-
work is being built on the university campus. 
The planned new campus buildings in the im-
mediate vicinity of the computer center will be 
the first to benefit from this.

Only a maximum of 15% of the waste heat will 
be dissipated in the traditional way via air 
cooling, which is much more energy-intensive 
due to the generation of cold by compression 
chillers and distribution by fans.

SECURED ENERGY SUPPLY

Fail-safe operations require a specially de-

signed power supply for the IT systems and the 

operation-critical technical systems. There-

fore, we always use two separate power supply 

paths for the core components of the HPC sys-

tem which include the data storage systems, 

server systems for administrative purposes 

and the core switches of the networks. In data 

center X, this concept is ensured by a power 

supply path A protected by a dynamic UPS sys-

tem (line filter) (Fig. 5 and Fig. 3 (5)) and power 

supply path B protected by a battery-backed 

uninterruptible power supply (UPS (Fig. 3 (7)).

In the event of a prolonged failure of the mains 

supply, the battery UPS is supplied with power 

via an emergency power system with a diesel 

engine (Fig. 3 (8)).

This setup is technically complex and rather 

maintenance-intensive due to the batteries 

used and not ideal from the sustainability 

perspective because of the increased energy 

consumption.

To counteract this disadvantage, power sup-

ply path B is rated at 400 kW, the minimum 

size required for this function. Supply path 

A therefore does not only represent the 

second foot of supply for the most 

important IT components, but is 

thereby also the only central 

supply path for the large 

number of computing 

nodes.

Fig. 3: Bird’s eye view of the data center building X showing the technical infrastructure in a functional diagram.

Fig. 5: One dynamic uninterruptible 
power supply units (UPS) of the line filter 
system.

Fig. 4: Adiabatic coolers installed 
on the roof. 

PROJECTS HPC Data Center
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The Noctua 2 HPC system features 

direct liquid cooling (DLC) for high 

coolant temperatures and therefore 

makes optimum use of the efficiency po-

tential of the indirect free cooling of the data 

center (see Fig. 8).

Power Usage Effectiveness (PUE) is a key fig-

ure for estimating the energy efficiency of a 

data center. The closer the value is to 1.0, the 

more energy-efficient the data center is and 

the better its energy balance. We are very 

pleased that the evaluation of the first months 

of operation confirm that the PUE value of 1.1 

targeted in the planning could be achieved in 

data center X by using such HPC systems with 

DLC.

AN EXELLENT 
INFRASTRUCTURE

From the preceding considerations, it is al-

ready clear that sustainability aspects are of 

great importance in the planning and opera-

tion of the new data center. We are therefore 

striving to have our data center certified with 

the "Blue Angel" environmental label (DE-UZ 

228), which distinguishes data centers that 

are operated in an energy-efficient and en-

vironmentally friendly manner. As part of a 

study sponsored by the German Federal Envi-

ronmental Agency and consulting by a special-

ized consulting firm, we are examining wheth-

er the criteria for the eco-label can already be 

fulfilled or what deficits and potentials exist.

In the mains filter system, power is regenerat-

ed by a motor-generator combination, filtering 

out disturbances/fluctuations that may enter 

the building through the mains. A rotating fly-

wheel in the system stores enough energy to 

bridge power outages for at least half a min-

ute. Supply path A is designed for an output of 

over 2,000 kW (up to 6,000 kW is planned), so 

the high efficiency of the mains filter system 

benefits the entire data center.

Operation-critical technical systems such 

as pumps, fans of the air-circulation cool-

ing units, chillers, etc. are only protected via 

the emergency power system, since this 

is available after a short downtime of just a 

few seconds and the systems can easily toler-

ate this brief interruption.

CONNECTED 
TO THE WORLD

The existing computer rooms of PC2 in data 

center O together with data center X provide 

cross-site geo-redundancy. There are more 

than 1,000 communication lines between the 

network rooms of the two data centers, which 

were designed as fiber optic and copper ca-

bles and laid over two separate cable routes 

(see Fig. 6 and Fig. 7). The central storage sys-

tem is distributed across both sites so that if 

one site fails, the unaffected site can contin-

ue to provide access to critical user data. This 

prevents service interruptions and data loss.

The efficient operation of HPC systems is an 

important criterion for us and is also required 

by the legislator in the current and future re-

quirements for the sustainability of data cen-

ters.

Fig. 6: The network room 
of data center X with 
network components 
mounted in racks.

Fig. 7: The network 
room of data center O 
with network components 
mounted in racks.

MOST IMPORTANT REQUIREMENTS FOR CERTIFICATION 
WITH BLUE ANGEL ECO LABEL FOR DATA CENTERS

a particularly energy-efficient, climate-friendly and resource-saving 

operation of the technical building equipment.

the development and implementation of a long-term strategy 

to increase energy and resource efficiency

empowering users to implement their own measures to increase 

energy efficiency

the implementation of operational monitoring and transparent 

reporting to ensure energy-efficient operation

PROJECTS HPC Data Center
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Fig. 8: HPC System Noctua 2.

Compliance with the minimum requirements will be verified by an independent auditor. The study is 

scheduled for completion in mid-2023, after which we will take the next steps to achieve certifica-

tion by 2025.  

VISIT US
In the first few months of operation, dozens of groups of visitors have already been guided through 

the data center.

In addition to interested staff and students from the University of Paderborn, numerous scientists, 

operators and planners of data centers from all over Germany learned about the underlying concepts 

and were able to visit the technical facilities.

Regular tours are offered, and individual tours can also be arranged upon request.

1211
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Beginning in the Fall of 2021, we have fully a- 
dopted the NHR Association's rules for request-
ing compute time on our HPC systems. The pre-
vious project size classes of Small and Large 
have been expanded to three: Small, Normal, 
and Large. The Small project class enables lo-
cal and regional users to apply for up to 4 mil-
lion CPU core hours (currently) with little effort 
and a short turnaround time. The Normal and 
Large project classes are open to any member 
of a German university and follow the rules and 
procedures of the NHR Allocation Board. Pro-
posals for the Normal class can be submitted 
at any time and are evaluated on an ongoing 
basis by external scientific reviewers. The allo-
cation decision is made by the local Resource 
Allocation Board. In contrast, the NHR Large 
class, for allocations greater than 12 million 
CPU hours, has four calls per year with dead-
lines at the beginning of each quarter. Based 
on external scientific peer reviews, the local 
Resource Allocation Board makes a recom-
mendation to the NHR-wide Allocation Board, 
which makes the final decision to ensure com-
mon evaluation standards, quality control, and 
load balancing across NHR centers.

Following the installation of the Noctua 2 sys-
tem in late 2021 and the start of production op-
erations in April 2022, the number of requests 

for computing time and the total amount of 
compute time requested increased dramatical-
ly.

From 2020 to 2022, we received 49 requests 
for Normal or Large projects and 293 requests 
for Small projects. The figure below shows 
the distribution of Principal Investigator affil-
iations weighted by the number of CPU core 
hours granted.
Compared to the two compute time proposals 
in 2019, 2019-1 and 2019-2, the ratio of com-
pute time granted to projects from outside 
Paderborn University has increased from 27% 
to 45%. Similarly, the proportion of comput-
ing time granted to projects from outside the 
state of North Rhine-Westphalia (NRW) has in-
creased from 14% to 24%. This shows the suc-
cessful establishment of PC2 as an important 
computing center beyond the local or regional 
level.  

We were very pleased to receive so many 
high-quality proposals from a wide range of 
scientific disciplines and institutions. The dis-
tribution by scientific field is shown in the fig-
ure below.

The funded projects are predominantly in the 
fields of condensed matter physics, physi-

cal chemistry, computer science, materials 
science and chemical engineering. However, 
PC2's outreach efforts have also resulted in 
projects in fields such as biology, medicine, 
humanities and social and behavioral scienc-
es.

REPORT FROM THE RESOURCE 
ALLOCATION BOARD

Fig. 2: Granted computing time in CPU-core hours for 
proposals with start dates in 2020-2022 according to the 
scientific field of the project.

Fig. 1: Computing time projects awarded in CPU-core hours 
for proposals with start dates in 2020-2022, grouped by 
Principal Investigator affiliation.

RESOURCE ALLOCATION BOARD Report from the Resource Allocation Board
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The role of PC2 as a center for high-perfor-
mance computing is to coordinate the pro-
curement of central HPC systems and to make 
these systems available to scientists at Pader-
born University, other research institutions in 
North Rhine-Westphalia and nationwide. 

As a founding member of the Nation HPC Alli-
ance (NHR), PC2 provides high-performance 
computing, services and consulting for aca-
demic users nationwide.
In the field of using FPGAs for high perfor-
mance computing, PC2 possesses exceptional 
expertise, pioneering and a worldwide leading 
role. PC2 operates the HPC system Noctua 2, 
which is one of the world's largest and most 
advanced academic HPC production systems 
with FPGAs and is used by researchers from 
Germany, the UK, Switzerland, Sweden and 
the USA.

System administrators and technical advisors 
employed by PC2 support researchers for us-
ing the HPC systems effectively and provide 

guidance with porting and optimizing their sci-
entific codes.

An overview of the main computing systems 
that have been in operation in the reporting 
period is shown in the table below. In Noctua 
2, 48 Alveo U280 FPGA cards with High-Band-
width Memory (HBM2) have been integrat-
ed and complemented with the 32 Stratix 10  
FPGAs deployed originally in Noctua 1. For 
dedicated inter-FPGA networks, the network 
ports of all 80 FPGA cards are connected to a 
Calient S320 optical circuit switch (OCS) that 
also debuted in Noctua 1. This allows user-con-
figurable direct point-to-point connections be-
tween FPGAs. For packet-switched communi-
cation between FPGAs, these links can also be 
forwarded to a newly added 100 Gbps Ethernet 
switch that is connected to the optical circuit 
switch.

HPC INFRASTRUCTURE 
PROVIDED BY PC2

NAME/
PURPOSE SUPPLIER INAUGURATION ARCHITECTURE NUMBER OF 

NODES/CORES
MEMORY 
PER NODE INTERCONNECT

Noctua 2 Atos 2022

AMD Milan 7763

48x Xilinx Alveo U280

32x Intel Stratix 10GX 
2800

136x NVIDIA A100 with 
NVLink

1,130/143,872

256 GB

512 GB

1024 GB

up to 30 
TB

InfiniBand 100/200 
HDR, 1:2 blocking 

factor

Direct FPGA 
interconnect 4x40 

Gbps

Noctua 1 Cray 2018

Intel Xeon Gold 6148

32x Intel Stratix 10GX 
2800 (until 2022)

18x NVIDIA A40 (since 
7/2023)

274/10,960 192 GB

100 Gbps Omni-Path

Direct FPGA 
interconnect 4x40 

Gbps

OCuLUS ClusterVision
2012

decomissioned 
2022

Intel Xeon E5-2670

Intel Xeon E5-4670

NVIDIA GTX 1080Ti

NVIDIA Tesla K20x

616/9,920

64 GB

256 GB

1024 GB

InfiniBand QDR

TYPE MANUFACTURER START OF
OPERATION CAPACITY AVAILABLE ON

Parallel 
filesystem 

DDN 2022 6 PB
Noctua 2

Noctua 1 (ro)

Parallel 
filesystem 

Seagate/HPE 2018 720 TB
Noctua 1

Noctua 2 (ro)

UPB 
Storage

DELL/EMC 
PowerScale (Isilon)

2018 200 TB (PC2 pool) All systems

PC2 
central 
storage

DELL/EMC 
PowerScale (Isilon)

Q3 2023
9 PB raw

(distributed to split on two systems and multiple 
tiers for redundancy, archive and recovery)

All systems

TABLE 1: HPC SYSTEMS

TABLE 2: STORAGE SYSTEMS

All storage systems are accessible on user’s work computers from the university network or via VPN 
using SMB (CIFS) and NFS.

INFRASTRUCTURE AND SERVICES HPC Infrastructure provided by PC2
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COMPUTING SYSTEM ACCESS

As a member of the NHR Association, any sci-
entist at a German university can apply for a 
computing time allocation on our HPC sys-
tems. Proposals are scientifically evaluated in 
a peer review process. If approved, the access 
is granted free of charge. For more details, 
refer to the Report of the Resource Allocation 
board on page XX of this report.

There are different possibilities to access our 
clusters, among others, the systems can be 

accessed via JupyterHub web interface with 
the ability for users to build their own software 
environment and to start remote desktop en-
vironments. A list of services is shown below.

ADDITIONAL TECHNICAL INFORMA-
TION AND APPLICATION FORMS

Additional technical information on our HPC 
infrastructure, installed software, access 
to the systems, computing time application 
forms and the current call for proposals can 
be found on our website. 

FURTHER TECHNICAL INFORMATION 
AND APPLICATION FORMS

Additional technical information on our HPC in-
frastructure, installed software, access to the 
systems, computing time application forms  

 
 
 
and the current call for proposals can be found 
on our website.

SERVICE DESCRIPTION FEATURE LIST AVAILABLE ON

JupyterHub

JupyterHub	 JupyterHub is a multi-
user capable web interface for 

spawning and managing Jupyter 
notebooks on our HPC systems. 

Start Jupyter Notebooks on compute nodes

Custom Singularity container with own software

Graphical remote desktop environment

All users

ClusterCockpit
ClusterCockpit is a cluster-wide and 
job-specific system for monitoring 

and analyzing the execution of jobs.

Analyze performance issues of HPC jobs

Graphical visualization
All users

PC2 Self-Service 
Portal 

Introduction planned for Q3 2023.

HPC system status, maintenance notifications

Accounting and resource usage overview

Project membership management 

All users

TABLE 3:  SERVICES

Dec 2022 
Start of the installation of new central storage sys-
tem from Dell/EMC Isilon

Apr 2022 
Inauguration of new HPC center (building X)

Feb 2022
Move to the new office area in building X

Jun 2022 
Shutdown of HPC system OCuLUS

Mar 2022
HPC system Noctua 2 ready for operation

Dec 2021 
Start of installation of Noctua 2 from Atos/Bull

Nov 2020 
Paderborn Center for Parallel Computing  selected 
as National High-Performance  Computing Center

Oct 2019 
 Groundbreaking for construction of new HPC center

Sep 2018 
HPC system Noctua 1 ready for operation

Jun 2017 
Approval of research infrastructure proposal by 

Joint Science Conference (GWK)

Sep 2016 
Submission of research infrastructure proposal to 
German Science and Humanities Council

FACTS AND FIGURES

INFRASTRUCTURE AND SERVICES HPC Infrastructure provided by PC2
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MANAGEMENT BOARD

PC2 is headed by an interdisciplinary board comprising professors from various 
working groups of Paderborn University. The following people were appointed as 
Management Board members as of December 2022.

ADVISORY  BOARD

The management board of PC2 is supported by a scientific advisory board, which is composed of 
representatives from academia and industry. The advisory board provides expert input for strategic 
decisions and the continuous development of PC2 into a nationwide competence and service center 
for HPC and computational science.

Management Board | Advisory Board

BOARDS

Prof. Dr. Michael Dellnitz
Department of Mathematics

Prof. Dr. Jens Förstner
Department of Electrical Engineering

Dr. Hendrik Rose 
Department of Physics
Representative of Scientific Personnel

Prof. Dr. Thomas Kühne (Vice Chairman)
Department of Chemistry

Prof. Dr. Torsten Meier
Department of Physics

Prof. Dr. Burkhard Monien
Department of Computer Science (Emeritus)

Prof. Dr.  Gudrun Oevel
Representative of the University's Central IT 
Services Unit (IMT)

Gerrit Pape
Student Representative

Prof. Dr. Marco Platzner
Department of Computer Science

Prof. Dr. Christian Plessl (Chairman)
Department of Computer Science

Dr. Robert Schade
Paderborn Center for Parallel Computing
Representative of Scientific Personnel

Prof. Dr. Wolf Gero Schmidt
Department of Physics

Marcel-Brian Wilkowsky
Paderborn Center for Parallel Computing
Representative of Technical and Administrative 
Personnel

Dr. Michaela Blott
Distinguished Engineer
AMD, Ireland

Prof. Dr. Dominik Marx
Institute for Technical Chemistry
Ruhr-University, Bochum, Germany

Dr. Franz-Josef Pfreundt
Chief Strategy Officer High Performance 
Computing
Fraunhofer Institute for Industrial Mathematics 
(ITWM), Kaiserslautern, Germany

Prof. Dr. Birgitt Riegraf
President Paderborn University
Paderborn, Germany 

Prof. Dr. Roser Valenti
Institute for Theoretical Physics
Goethe-Universität Frankfurt am Main, 
Germany

Prof. Dr. Tilo Wettig
Institute for High-Energy Physics
University of Regensburg, Germany

BOARDS

2019



PC2 Staff

PC2 STAFF

Dipl.-Inf. Bernard Bauer

Dr. Carsten Bauer

Markus Hegerkamp 

Dipl.-Inf. Axel Keller

Michaela Kemper

Dr. Tobias Kenter

Dipl.-Ing. Andreas Krawinkel

Dr. Michael Laß

Dr. Lukas Mazur

Marius Meyer

Holger Nitsche

Prof. Dr. Christian Plessl

Dr.  Heinrich Riebler

Stefan Rohde

Dr. Robert Schade

Alexander Schopf

Michael Schwarz

Dr. Jens Simon

Abdul Rehman Tareen

Alex Wiens

Marcel-Brian Wilkowsky

Nils Winnwa

Dr. Xin Wu

Mohamad Rami Zaranij

In the years 2020, 2021 and 2022, PC2 employed:

 	 research 	 administrative	 trainees	 students and
	 associates	 and technical staff		  graduate assistants

12 10 2 4

Additional support was provided by students 
and graduate assistants working in the fields 
of programming, user support or system ad-
ministration.

René Lammert

Johannes Menzel

Jan-Oliver Opdenhövel

Gerrit Pape

STAFF

2221
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Through their research and development activities, the scientific staff of PC2 contribute to advancing 
the state of the art in the thematic focus areas of PC2. Many of these research projects stem from re-
quests from users or from problems that users experience in their research. However, there are also 
exploratory projects that seek to advance the state of the art or assess the feasibility of innovative 
ideas and technologies. Practically, these research projects are conducted by PC2 HPC advisors and 
domain experts in the form of intensive user support projects and in close collaboration with them. 
Some of the larger or longer running research projects during the reporting period and profile of our 
experts are featured below.

QUANTUM COMPUTING FOR QUAN-
TUM CHEMISTRY

The computational problems that need to be 
solved in quantum chemistry and solid-state 
physics consume a major part of the comput-
ing resources at most HPC computing centers. 
The need for accurate descriptions of mole-
cules, surfaces as well as solids arises in many 
of the challenges that we are facing, from ma-
terial design for energy production like solar 
cells over energy-efficient and climate-friendly 
building materials to medical challenges like 
vaccines and cancer treatments.
PC2 is advancing the development of methods 
to solve these quantum chemical problems 
on classical computers, for example, by de-
veloping ab-initio methods that scale beyond 
100 million atoms and beyond 1.1 ExaFLOP/s 
on thousands of GPUs [1-3]. Computations 
on classical computers are the workhorse to 
tackle the challenges mentioned above. While 
powerful approximation methods suitable for 
classical computers have been developed, 
the inherent quantum nature of the electronic 

structure problem implies an exponential scal-
ing of the computational complexity for most 
interesting chemical systems if an accurate 
solution is desired.

However, the recent advances in quantum 
computers open the door to designing, imple-
menting, and testing new algorithms for effi-
cient quantum chemistry simulations on real 
quantum computers. Such algorithms have to 
be able to deal with challenges like the limited 
number of qubits, limited connection topolo-
gies, noise, limited coherence times, and im-
perfect gate/readout fidelities. Most of these 
aspects are expected to be challenges not only 
in the current age of noise intermediate-scale 
quantum (NISQ) computers but also once the 
technologies mature. It is expected that most 
future practical quantum computing algo-
rithms will be hybrid quantum-classical algo-
rithms, where the parts with polynomial com-
plexity run on a traditional HPC system, which 
also prepares the inputs for the quantum com-
puter and then post-processes the measure-
ments to produce the actual solution.

We have recently proposed, implemented, 
and tested a novel algorithm for the quan-
tum-chemical ground-state energy problem 
on gate-based quantum computers [4]. The 
algorithm is based on reduced density-matrix 
functional theory (RDMFT) and introduces a 
new parallelization layer, which enables the 
decomposition of a larger system, for example, 
a large molecule, into subsystems that can be 
treated with much smaller quantum computers 
than the original complete problem. The de-

composition and the adaptive cluster approx-
imation that is used to represent the environ-
ment of a subsystem can be converged to the 
exact solution. On the practical level, we pres-
ent techniques that reduce the qubit count, 
the number of quantum programs, as well as 
their depth. Finally, we have demonstrated the 
viability of the algorithm for Hubbard-like sys-
tems on superconducting transmon qubits in 
IBM quantum computers.

SELECTED PC2 RESEARCH Quantum Computing for Quantum Chemistry



Figure 2. Mathematical and pictorial presentation of electron repulsion integrals and the DSP usage for 256 FPGA kernels for the 
ERI computation and compression on Intel Stratix 10 GX 2800.

Figure 1. FPGA design for ERI computation and compression.
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COMPUTATION AND COMPRESSION 
OF ELECTRON REPULSION INTEGRALS 
ON FPGAS

The computation of electron repulsion inte-
grals (ERIs) over Gaussian-type orbitals is a 
challenging problem in ab initio molecular dy-
namics (AIMD) simulation based on the hybrid 
density functional theory (DFT). In practice, 
many trillions of ERIs may have to be computed 
for the energy calculation in each time step of 
the AIMD simulation. Therefore, it was dubbed 
as “the nightmare of the integrals” in the 1998 
Nobel Lecture for Chemistry.

There are currently active development of CPU 
and GPU libraries for the ERI computation. 
However, the CPU and GPU architectures are 
all fixed at the time of fabrication. It is impos-
sible to tailor the hardware to suit the varied 
requirements of the ERI computation for differ-
ent quartet classes, ranging from the simplest 
[ss|ss] with a handful of floating-point opera-
tions (FLOPs) to [ff|ff], which is characterized 
by 2.5×105 FLOPs per quartet.

By contrast, the reconfigurability of FPGAs al-
lows us to customize the on-chip memory to 
the desired data layout for parallel access to 
the intermediate buffers targeting individual 
quartet classes. In addition, the single work-
item programming model on FPGAs enables 
the pipeline parallelism for the loop structures 
to achieve high throughput in the ERI computa-
tion. By adapting to the different computation 
characteristics of 256 quartet classes, from 
[ss|ss] to [ff|ff], distinctive FPGA designs are 

created with customized loop parallelization 
and appropriate local memory layout. Further-
more, a lossy compression algorithm utilizing 
arbitrary bitwidth integer is integrated in the 
FPGA kernels for the ERI computation to reduce 
the demanding memory usage. To the best of 
our knowledge, the integration of ERI compu-
tation and compression is a novelty that is not 
even covered by any CPU or GPU libraries so 
far.

The performance evaluation shows that the 
FPGA kernels parallelized on 2 Stratix 10 GX 
2800 FPGAs outperform libint, an optimized 
library for the ERI computation, by factors up 
to 6.0× on two-socket server with 40 Intel Xeon 
Gold 6148 CPU cores and up to 1.9× on 128 
AMD EPYC 7713 CPU cores. Meanwhile, up to 5× 
energy efficiency is achieved compared to the 
AMD CPUs (released in 2021 with 7 nm manu-
facturing technology). Numerical analysis has 
indicated that using 16-bit integer for the ERI 
compression leads to maximum absolute er-
rors of around 10-7 – 10-5 Hartree.

The ERI computation is a key component in the 
hybrid-DFT-based AIMD simulations. This work 
paves the way for FPGA-accelerated quan-
tum-mechanics-based atomistic simulations. 
Further development of a suitable libint-like 
library interface allowing the use of the FPGA 
kernels in many quantum chemistry codes is 
already on the way.

SELECTED PC2 RESEARCH Computation and Compression of Electron Repulsion Integrals on FPGAs
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STAFF PROFILE:  DR. XIN WU 

Xin Wu did his doc-
toral research on the 
topic of development 
of semiempirical quan-
tum chemistry (SQC) 
at Max-Planck-Institut 
für Kohlenforschung 
(MPI KoFo) in Mülheim 

an der Ruhr and received his PhD degree from 
Heinrich Heine University Düsseldorf in 2014 
[1]. Two essential issues of SQC methods were 
targeted in his PhD work: performance and 
accuracy in applications. To harness the com-
putational power of Graphics Processing Unit 
(GPU) all hotspots (> 99% elapsed walltime) 
of the MNDO program were ported to the hy-
brid CPU-GPU architecture and the total com-
putation times for static energy evaluation 
and geometry optimization of large molecules 
were reduced by one order of magnitude [2, 3]. 
Moreover, by taking advantage of paralleliza-
tion with multiple CPUs, he implemented sev-
eral numerical optimization algorithms, e.g., 
Nelder-Mead method, Gauss-Newton method, 
and Levenberg-Marquardt algorithm, in con-
junction with the MNDO program for accurate 
simulation of complex chemical systems, e.g., 
enzymatic reaction [4] and proton transfer in 
water [5], by means of special-purpose param-
eterization.
He subsequently continued working as a post-
doctoral researcher in an ERC Advanced Grant 
project at MPI KoFo. His major effort involved 
the development of new SQC methods with 
orthogonalization and dispersion corrections 
for accurate computation of both ground-state 

and excited-state molec-
ular properties [6, 7, 8]. 
Furthermore, he performed 
a Big Data study for all kinds of 
ab initio molecular integrals in the 
non-orthogonal atomic basis as well 
as the symmetrically orthogonalized Löw-
din basis. Based on the results of Big Data 
analytics, a novel semiempirical Hamiltonian 
was proposed to go beyond the classic ne-
glect-of-diatomic-differential-overlap approxi-
mation [9].

At PC2 his primary research interest is the 
code optimization in quantum chemistry, es-
pecially focusing on the FPGA-accelerated ker-
nels, e.g., the computation and compression 
of electron repulsion integrals for ab initio mo-
lecular dynamics simulation using the hybrid 
density functionals. Performance evaluation 
shows the optimized FPGA kernels deployed 
on two Stratix 10 GX 2800 FPGAs can achieve 
up to 1.9x – 6.0x speedup over the libint library 
on the compute nodes with 2x Xeon Gold 6148 
CPUs (40 cores) or 2x EPYC 7713 CPUs (128 
cores) and reach up to 5x energy efficiency [10]. 
In addition, he is actively involved in the regu-
lar HPC training courses at PC2, user support, 
particularly in the domain of quantum chem-
istry, as well as the North Rhine-Westphalian 
Competence Network for High Performance 
Computing (HPC.NRW).
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EXPLORING THE USE OF FPGAS 
FOR SOLVING THE SHALLOW 
WATER EQUATIONS

Modern flooding, weather, and climate pre-
diction models critically rely on sophisticated 
numerical methods and ever increasing spatial 
and temporal resolution to deliver more ac-
curate and physically comprehensive simula-
tions. However, running high-resolution mod-
els on planet- or even region-sized domains 
sets a very high bar for the computational and 
energy efficiency of model codes on modern 
and future parallel and hybrid architectures. A 
particular challenge is the strong parallel scal-
ing that is required to enable time-critical sim-
ulations or simulations over long time scales. 
In a collaboration with Bayreuth University 
and FAU Erlangen, PC2 is demonstrating and 
improving the use of FPGAs for simulations 
based on the Shallow Water Equations with 
a Discontiuous Galerkin discretization on un-
structured meshes. 

In a first work [1], published at PASC’21, we 
presented a design for Stratix 10 FPGAs that 
achieves a closed dataflow loop between all 
performance critical computation steps of the 
simulation. With a customized data layout 
distributed over the thousands of embedded 
memory blocks of the target FPGA, even the 
irregular data accesses along the mesh edges 
are deterministically scheduled to allow of a 
predictable high throughput. Thus, the FPGA 
outperforms a single-core CPU reference by up 
to 144x.

More recently [2], this architecture was extend-
ed with multi-FPGA support. This work leverag-
es the unique inter-FPGA network infrastruc-
ture of the Noctua 2 system. The simulation 
mesh is spatially distributed to up to 10 FPGAs. 
For each compute job, up to four direct FP-
GA-to-FPGA links are configured that represent 
the topology of the partitioned mesh. These 
links are programmed as serial streaming in-
terfaces that are directly integrated into the 
dataflow on each FPGA and forward the halo 
data at partition boundaries with a predictable 
and low latency. This multi-FPGA design allow 
to overcome mesh size limitations of the pre-
vious work that were caused by the reliance 
on local memory resources. At the same time, 
we observe strong scaling exactly in line with 
a performance model that shows perfect over-
lap of communication and computation from 
few hundred elements per FPGA upwards. 

Further developments for Shallow Water 
Equations on FPGAs are ongoing, for exam-
ple targeting AMD Alveo FPGAs using direct 
FPGA-to-FPGA communication with MPI, and 
also development of a SYCL codebase to in-
vestigate performance portability between FP-
GAs, CPUs and GPUs. Another recent work [3] 
complements the hand-optimized designs dis-
cussed in the previous paragraphs with a code 
generation approach that allows to automate 
large parts the acceleration process within the 
scope of a structured mesh that is mapped to a 
stencil-based FPGA design template. 
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3231

ADVANCING PRODUCTIVE HPC DEVEL-
OPMENT WITH JULIA

PC2 is at the forefront of exploring and advanc-
ing modern approaches to high-performance 
computing with the Julia programming lan-
guage. With its unique tradeoffs in language 
design, Julia enables interactive high-produc-
tivity scientific computing while still being 
competitive in terms of performance to estab-
lished low-level languages (e.g., C or Fortran). 
Through its dedicated efforts in developing 
essential tools for Julia workflows on HPC clus-
ters as well as fostering international commu-
nity building, PC2 is in a distinguished position 
in Germany and one of the leading institutions 
in the Julia HPC landscape worldwide.

With a strong focus on parallel computing, 
PC² has made significant contributions to the 
Julia ecosystem by creating and maintaining 
several powerful packages tailored to satisfy 
the demands of modern parallel computing 
environments. One of PC2's flagship devel-
opments is ThreadPinning.jl, a Julia package 
that provides developers with a versatile and 
convenient set of tools to visualize and control 
the affinity of Julia threads in multithreaded 
applications. Systematic thread pinning is cru-
cial for achieving the optimal performance on 
HPC cluster nodes, e.g., to avoid unnecessary 
non-uniform memory access (NUMA). Thread-
Pinning.jl enables users to readily specify the 
desired thread-core mapping at different levels 
of abstraction with several common configura-
tions available as predefined options. One of 
the stand-out attributes is that all provided 
functionality can be dynamically employed at  

runtime. This enables interactive performance 
tuning and opens up novel opportunities for 
HPC teaching and training.

A tangential goal of PC2 is to es-
tablish Julia support for well-known 
HPC performance tools that originally 
target static programming languages and 
therefore either do not work with Julia at all or 
do not exploit the full potential of its dynamic 
nature. In close collaboration with NHR@FAU 
(Erlangen) within the NHR alliance, PC2 has 
created a Julia interface to the performance 
benchmarking suite LIKWID, to tackle this is-
sue for intra-node performance analyses. The 
resulting Julia package, LIKWID.jl, allows us-
ers to interactively monitor the performance of 
their applications at hardware level by provid-
ing information from hardware performance 
counters that are built into modern CPUs (and 
GPUs). These valuable insights aid developers 
in identifying performance bottlenecks and 
optimizing their code, potentially leading to 
significant speed-ups. For MPI-parallel codes, 
PC2 has been working on seamless integration 
with the popular performance measurement 
and analysis infrastructure Score-P. This en-
ables users to profile and trace their massively 
parallel Julia applications and make use of a 
rich set of visualization tools, such as Cube 
and Vampir.

 
 

STAFF PROFILE: DR. CARSTEN BAUER

Carsten Bauer is a computational scientist who 
obtained his PhD in theoretical physics from 
the University of Cologne in 2020 [1]. During 
his PhD, Carsten investigated novel quantum 
phase transitions in two-dimensional itiner-
ant electron systems within the internation-

al collaborative research center "Entangled 
States of Matter" (CRC 183). In collaboration 
with researchers from Stanford University 

and the Weizmann Institute of Science, 
his research focus was the onset of 

spin-density wave (SDW) order 
at metallic quantum critical 

points (QCP) – occurring at 
the absolute minimum of 

temperature – that give rise to 
high-temperature superconduc-

tivity and "strange metal" behaviour 
[2]. To that end, Carsten developed a nu-

merically exact quantum Monte Carlo (QMC) 
code in Julia, a dynamic but yet compiled pro-
gramming language, that, by thorough perfor-
mance engineering, could often outperform 
comparable Fortran and C++ codes [3]. The 
QMC simulation code ran on Germanys fast-
est HPC cluster (JUWELS at the time) for more 
than 10 million CPU-core hours and produced 
upwards of 80 TB of data. It was the first con-
densed-matter physics application of Julia of 
this scale in HPC. As part of the code, Carsten 
implemented, compared, and optimized mul-
tiple matrix product stabilization methods [4] 
and, by studying the mathematics behind the 
QMC sign-problem, identified new sign-prob-
lem free model Hamiltonians for future studies 
[1].
Together with partners from Cornell Univer-
sity, Carsten invented a novel "quantum loop 
topography" approach to detect quantum crit-
ical points, phase transitions, and crossovers 
from QMC simulation data of itinerant electron 
systems [ 5, 6, 7]. The key features of the new 
method are that it is semi-automatic (super-
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vised machine learning) and orders of mag-
nitudes less computationally expensive than 
established numerical approaches. By apply-
ing the technique to the SDW QCP, they could 
demonstrate the functioning and robustness 
of the new method for a non-trivial complex 
quantum system [5].

At PC2, Carsten is investigating how quantum 
computers can be utilised in quantum phys-
ics and chemistry simulations. With collabo-
rators from Paderborn University, he worked 
out a parallel hybrid quantum-classi-
cal scheme for finding the quantum 
ground state of Hubbard-like 
systems within the reduced 
density-matrix functional 
theory (RDMFT) frame-

work [8]. A further line of Carsten's work at PC2 
is to analyse and improve the capabilities of 
Julia for HPC in collaboration with internation-
al partners [9]. Here, the goal is to explore the 
HPC use cases for dynamic programming lan-
guages, in particular as a means for lower-bar-
rier entry to HPC. Carsten is furthermore head-
ing the training division at PC2 and, in his role 
as HPC advisor, is mentoring user compute 
projects from the condensed-matter physics 
domain. Carsten is engaged in the National 
High Performance Computing Alliance (NHR), 
especially in the NHR training group, the NHR 
graduate school, and the NHR conference.
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Prof. Dr. Simon Trebst  

Prof. Simon Trebst leads the Computational Condensed Matter Physics 
group at the Institute for Theoretical Physics at the University of Cologne. 
His group studies quantum many-body phenomena such as macroscopic 
entanglement, topological states of matter, and fractionalization in quan-
tum materials and platforms for quantum computing. He is speaker of the 
pan-European CRC 183 “Entangled States of Matter” with nodes in Berlin, 
Copenhagen, Rehovot, and Cologne.

In condensed matter physics, a recurring motif 
in a vast number of quantum materials is the 
formation of quantum magnetism from interac-
tions between elementary electronic quantum 
spins. From a conceptual point of view, such in-
teracting spin systems represent prime exam-
ples of quantum many-body problems in which 
the fundamental phenomenon of emergence 
manifests itself in a particularly impressive 
way.  Emergence here means that the interac-
tion of very many, but relatively simple constit-
uents (in our case, quantum spins) gives rise 
to novel quantum effects or quantum phases 
that are not readily apparent from the prop-
erties of the individual constituents alone. 
The archetypal example of such an emergent 
state of matter, in the field of quantum mag-
netism, is a so-called quantum spin liquid. In 
these quantum liquids, the microscopic spins 

form a collective and coherent quantum state 
that is macroscopically entangled over large 
distances. The quantum spins in such a state 
remain strongly fluctuating, even at the lowest 
temperatures, and do not form any (magnet-
ic) order — similar to the phenomenology of a 
conventional liquid. One of the most intriguing 
manifestations of the macroscopic entangle-
ment of a quantum spin liquid is the emergence 
of topological non-trivial properties which 
come hand-in-hand with the formation of frac-
tional quasiparticles, which expand the zoo of 
the elementary particles known from high-en-
ergy physics. Besides the conceptual beauty of 
the phenomena, quantum spin liquids promise 
technological applications, e.g., through the 
exploitation of topological protection in future 
quantum information applications. 

Prof. Dr. Johannes Reuther 

Prof. Johannes Reuther is a professor at the Physics Department of the Freie 
Universität Berlin and leads the department "Theory of Novel Quantum Ma-
terials" at the Helmholtz-Zentrum Berlin für Materialien und Energie. His re-
search focuses on the study of quantum magnetic systems using numerical 
methods, particularly, the functional renormalization group. Before becom-
ing a professor in Berlin, he was a postdoc at Caltech/USA.

Schematic illustration of a quantum spin liquid. The el-

ementary quantum spins interact via bond-directional 

exchanges (red, blue & green bonds) that cannot be si-

multaneously satisfied. As a result the spins seemingly 

form a state without any order, but closer inspection 

reveals macroscopic quantum mechanical entangle-

ment.

The key underlying sources for such non-trivial 
magnetic behavior are strong quantum fluctu-
ations usually induced by magnetic frustration 
effects, which arise from interaction energies 
between spins that cannot be simultaneously 
minimized. This keeps the spins fluctuating 

and liquid-like down to lowest temperatures. 
While many promising candidate materials 
have been identified for this to happen, unam-
biguous experimental evidence of a quantum 
spin liquid in a real material remains scarce.

Fascinating as the properties of such quantum 
phases may be, their theoretical investigation 
turns out to be extraordinarily difficult, since it 
generally requires a solution of the quantum 
mechanical many-body problem. Hence, prog-
ress can often only be achieved with the help of 
modern numerical methods that draw insights 
from statistical physics, quantum information 
theory and computational science as well as 
the use of powerful, large-scale computation-
al resources. Although remarkable improve-
ments have been made in recent years in the 
development of such methods, notably in the 
context of tensor network algorithms, there 
remains an urgent need for flexible numerical 
techniques that can handle the multitude of 
interaction scenarios between quantum spins 
as they exist in real materials. Precisely devel-
oping such tools is the goal of this research 
project.
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RENORMALIZATION GROUP FOR 
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In recent years, the pseudofermion function-
al renormalization group (pf-FRG) method 
has gained significant importance as a new 
numerical approach for the study of quantum 
spin systems. Initially pioneered by one of the 
principal investigators of this project some 15 
years ago, the pf-FRG allows for a great numer-
ical flexibility when applied to a large variety 
of quantum spin models. The methodologi-
cal starting point is quite different from most 
other quantum many-body methods current-
ly in use. In simple terms, pf-FRG simulates 
a kind of cooling process of a spin system, 
exploiting the fact that at high temperatures 
the system is initially in a simple (disordered) 
state already described by classical physics. 
As the temperature is slowly lowered (which 
here corresponds to a flow of renormalization 
group parameters), more and more quantum 
effects are taken into account until the system 

has reached the physically most interesting 
situation of absolute zero temperature. From 
a numerical point of view, this cooling process 
involves the solution of systems of tens to hun-
dreds of millions of first-order coupled differ-
ential equations for the spin correlations. One 
advantage of this approach is that it enables 
the study of three-dimensional interacting 
spin systems, which are particularly relevant 
for applications for real materials, but remain 
difficult to treat for many other methods. The 
purpose of this compute time project is, on the 
one hand, to demonstrate the full potential of 
the pf-FRG approach by applying it to some of 
the most interesting frustrated quantum spin 
systems, and, on the other hand, to further 
improve its performance by further develop-
ments.

Particularly interesting applications in this 
compute time project were carried out for spin 
systems with flat magnetic band structures 
such as they occur, e.g., for spin models with 
phyrochlore lattice structures. The flat band 
structures ensure that quantum effects are 
particularly prominent, favoring the emer-
gence of novel quantum phases such as the 
quantum spin liquid mentioned above. A first 
class of system studied were spin models on 
the 2agome lattice, where the effects of flat 
bands and the resulting spin phases were in-
vestigated under the simultaneous influence 
of quantum fluctuations and longer-range 
interactions [1]. The phase diagram which is 
obtained in this way enables deep insights 
into the magnetic structure of these strongly 
frustrated systems. In another model system, 
whose magnetic properties are also deter-
mined by the existence of flat bands, we inves-
tigated the appearance of particularly exotic 
quasiparticles, so-called fractons, which are 

being studied within a new emerging research 
field. These particles are characterized by the 
unusual property of being stationary in space, 
that is, completely immobile. This phenome-
non is of great interest in quantum information 
theory but also in high energy physics. Our 
work [2] investigates the stability of these par-
ticles under realistic microscopic conditions, 
as they may occur in actual quantum materi-
als. In another work [3], spin liquid behavior 
in a two-dimensional honeycomb structure is 
studied and interesting spin correlations are 
found that cannot be explained within classi-
cal physics.

Taken together, our results extend the under-
standing of interacting quantum spins and 
reveal new possibilities for realizing exotic 
quantum phases. Our methodological improve-
ments, such as those demonstrated in [4], also 
pave the way for further investigations.
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a Ph.D. in Moscow Institute of Physics and Technology with specialization in 
Condensed matter physics. His primary research interest is computational 
materials science, focusing on development of interatomic potentials, atom-
ic diffusion, and plastic deformation. 

Alloys based on refractory metals play an 
important role in materials science and engi-
neering, especially for high temperature appli-
cations. These metals can form homogenous 
complex alloys with bcc crystal lattice in a 
wide range of temperatures and compositions. 
Due to their high melting points and outstand-
ing temperature strength, refractory alloys are 
heavily used as structural materials in aero-
space and nuclear engineering (fission and 
fusion type), for metalworking tools and cruci-
bles, and for chemical reaction vessels in cor-
rosive environments. One of the most import-
ant characteristics of refractory alloys is their 
peculiar, strongly temperature-dependent 
plasticity. Plastic deformation of such alloys is 
a complicated phenomenon that links behavior 
of the crystal defects with macroscopic change 
in a sample shape. It is known that one of the 
basic mechanisms of plasticity is a motion of 

dislocations under applied stress. However, 
theoretical description of this phenomenon 
and, especially, the prediction of mechanical 
behavior beyond available experimental data 
still presents a very challenging task. 
In this project, the plastic deformation in bcc 
refractory metals (pure metals and complex 
alloys) was studied with a large-scale atom-
istic modelling. The modelling was based on 
the interatomic potentials developed recently 
for refractory alloys with use of machine learn-
ing technique [1]. Using the computational 
resources of the Noctua 2 cluster at PC2, mo-
bility and diffusion characteristics of single 
dislocations were investigated in detail. The 
temperature-dependent mobility functions of 
screw and edge dislocations were calculated 
from classical molecular dynamics simulation. 
The simulations of screw dislocation move-
ment under applied shear stress revealed 

that the process can proceed in two different 
regimes: through thermally activated motion 
and athermal motion taking place at high tem-
perature [2]. Hence, the dislocation velocity 
depends on the shear stress in a non-trivial 
way and such dependency can be calculated 
only with a large-scale atomistic simulation. 
As an example, Fig. 1 shows the calculated mo-
bility function for pure Nb. The calculated data 
provided a way to evaluate basic macroscopic 
characteristics of plastic deformation (yield 
stress, activation volume and strain rate sen-

sitivity) at various temperatures, alloy compo-
sitions and strain rates. The simulation results 
agree well with the existing experimental data 
and provide an opportunity to predict a plas-
tic behavior in case where the measured data 
are absent. Fig. 2 illustrates the comparison 
between the calculated yield stress for pure 
Nb and measured one. In addition, this figure 
shows the calculated dependence of the yield 
stress on temperature for the Nb-30 at.%Zr al-
loy, for which experimental data is not avail-
able.

LARGE-SCALE ATOMISTIC SIMULATION OF 
DISLOCATION BEHAVIOUR IN W-MO-NB 
TERNARY REFRACTORY ALLOYS

Fig.1 The dependency of screw dislocation velocity on 

temperature at three different shear stresses
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Fig. 2 The temperature dependency of yield shear stress: 

black symbols are experimental data for pure Nb; solid 

and dashed blue lines correspond to calculated yield 

stress for pure Nb and Nb-30 at.%Zr alloy, respectively.

Fig. 3 Two snapshots of the simulation for the motion of screw dislocation in W-20 at.%Mo alloy under applied stress 

(only several atomic layers in the calculation cell are shown). Purple and grey atoms correspond to W and Mo atoms of 

the perfect lattice; green atoms represent crystal defects (dislocation and created vacancies). When the dislocation 

moves, the emission of point defects can occur while passing through the trapping states.The transition from a pure metal to a complex 
alloy leads to a significant strengthening ef-
fect due to strong decrease in the dislocation 
mobility. This effect was known from measure-
ments, but the reasons for such strengthen-
ing are still being discussed. Our simulation 
revealed that the energy landscape of the 
moving dislocation in a complex alloy is sig-
nificantly distorted compared to pure metal. 
Some local arrangements of atoms in alloy can 
be considered as a strong trap for the moving 
dislocation. Passage of a dislocation through 

such a trap state is often possible only with the 
emission of point defects (vacancy or self-in-
terstitial atom), as shown in Fig. 3. Such trap 
configurations exist for both screw and edge 
dislocations. Therefore, mobility for screw and 
edge dislocations is equally suppressed, and 
the plastic deformation of complex refractory 
alloys can be controlled by both types of dislo-
cations. The obtained data creates a basis for 
developing a general theory of strengthening 
which can be applied to any refractory alloys 
(for instance, Nb-Zr or W-Re or W-Mo-Nb).

Large-Scale Atomistic Simulation of Dislocation Behavior in 
W-Mo-Nb Ternary Refractory Alloys
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Dr. Boeck has been a lecturer (Akademischer Rat) in the Fluid Mechanics 
Group at TU Ilmenau since 2010. He studied physics at TU Dresden and ob-
tained a PhD from TU Ilmenau. His work is concerned with fluid mechanics 
problems such as flow instabilities and transition to turbulence that can be 
investigated through mathematical models and numerical simulations. He 
is also interested in numerical methods for computational fluid dynamics.

At higher temperatures it occurs mainly through 
flowing liquids or gases. Energy generation 
and production of basic materials abound with 
such convective heat transfer processes, e.g., 
in boilers and engines, smelting of metals and 
in the production of basic chemicals in large re-
actors. In many circumstances, the flow is driv-
en by buoyancy forces generated by tempera-
ture differences in the liquid. This is known as 
natural convection. Its counterpart is forced 
convection. 

Natural convection is most familiar from the 
heating systems installed in our homes. It is 
also responsible for the motion of the Earth’s 
atmosphere and of its liquid iron core. The 
Earth’s magnetic field is created by the com-
plex flow in the Earth’s core through electro-
magnetic induction, i.e., by a fluid dynamo. The 
Sun also generates a magnetic field through a 
fluid dynamo, which is apparent through the 

Sun spots. These are the footprints of magnet-
ic flux tubes protruding from the Sun’s convec-
tive layer. Thermal convection in conducting 
fluids in the presence of magnetic fields is re-
ferred to as magnetoconvection. It is clearly 
of interest in geophysics and astrophysics but 
also for technological applications. However, 
the conditions for self-excitation of a magnetic 
field by the flow are usually not fulfilled in the 
latter cases. Induction of eddy currents in in-
dustrial or experimental liquid metal flows only 
takes place when an external magnetic field is 
present. Static magnetic fields are applied to 
control the natural convection in silicon crys-
tal growth and other solidification processes. 
They are also present in the electrolysis cells 
for the production of aluminum and in the liq-
uid-metal cooling blankets which are devel-
oped for fusion reactors. In the reduction cells, 
the field is generated by the electrical currents 
passing through the liquid oxide and aluminum 

layers. Fusion reactors have superconducting 
magnets to confine the fusion plasma. 

A fundamental configuration of natural buoy-
ancy-driven convection is a planar liquid layer 
confined between rigid walls, which is heated 
from below and cooled from above. It is known 
as Rayleigh-Bénard convection (RBC) and has 
been central to studies of spontaneous pattern 
formation in non-equilibrium thermodynamics. 
In RBC, a cellular flow pattern develops when a 
finite temperature difference is applied across 
the layer. The flow becomes increasingly com-
plex as the temperature difference between 
the top and bottom walls is increased, i.e., the 
cellular flow patterns become more irregular 
and time-dependent. RBC eventually reaches 
the turbulent flow regime, where many small 
vortices are present and the fluid motions are 
chaotic in time and in space. The properties 
and mechanisms of heat transfer in turbulent 
RBC are currently extensively studied in exper-
iments and simulations on supercomputers. A 
remarkable feature of turbulent RBC is that it 
retains a degree of spatial organization which 
is reminiscent of the cellular pattern found near 
the onset of RBC. These so-called superstruc-

tures become apparent when the flow is aver-
aged over a time interval that allows a fluid ele-
ment to traverse the liquid layer for a few times.

Our project is concerned with turbulent mag-
netoconvection in the RBC configuration with a 
spatially non-uniform field. Earlier works were 
exclusively concerned with homogeneous 
fields and considered relatively small aspect 
ratios, i.e., the horizontal dimensions of the 
layer were only a few times larger than the layer 
thickness [1]. We are particularly interested in 
the effect of the variable magnetic field on the 
superstructures, which requires large aspect 
ratios of the liquid layer. 

Our investigations are therefore focused on a 
layer of mercury with height H and aspect ra-
tio 16:32:1 with a magnetic field created in the 
gap between two semi-infinite planar magnetic 
poles. The convection layer is located near the 
edge of the gap (Fig 1). The magnetic field is 
almost absent in nearly half of the RBC cell, in-
creases sharply around the midplane, and then 
becomes strong in the other half of the cell.  
The region where the gradient of the magnetic 
field is large is called the fringe zone. 

Dr. Shashwat Bhattacharya

Dr. Bhattacharya is an Alexander von Humboldt Fellow in the Fluid Mechan-
ics group of TU Ilmenau. He obtained his PhD in Mechanical Engineering 
from the Indian Institute of Technology in Kanpur, India. His work focuses on 
turbulent buoyancy-driven convection and its response to magnetic fields.  
He has experience in computational fluid dynamics and high performance 
computing.
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Fig. 1: Schematic of the magnetoconvection arrange-

ment. The semi-infinite permanent magnets (colored in 

grey) generate the localized magnetic field represent-

ed by the vector plots drawn in the convection cell.

Fig. 2: Distribution of the profiles of (a) vertical magnetic field and (b) absolute value of the horizontal magnetic field, 

both averaged over x and z, along the lengthwise direction (normalized by the height H of the cell) for different values 

of the normalized gap (δ’ = δ/H) between the magnetic poles and the thermal plates. The magnetic fields are normal-

ized by the maximum value of the vertical magnetic field. The curves are represented as dashed lines in the fringe zone 

and as solid lines outside the fringe zone.

Figure 3: Isosurfaces of the vertical velocity uz = 0.01 (red) and uz=-0.01 (blue) for (a) δ = 1 and (b) δ = 9. In the regions 

with strong magnetic fields, convective motions are confined near the sidewalls.

The steepness of this gradient and the fringe 
width depend on δ, which is the distance be-
tween the magnetic poles and the horizontal 
walls of the convection cell. Figs. 2(a,b) show 
the variations of the magnetic field with the 
horizontal direction y for different values of 
δ/H. For small values of δ, the fringe zone is 
narrow with a steep gradient of the vertical 
magnetic field. The fringe zone becomes wider 
as δ is increased. The magnitude of the hori-
zontal component of the magnetic field in the 
fringe zone decreases with δ. 

We performed direct numerical simulations of 
the above setup for H = 1 using an efficient par-
allel finite-difference solver [2]. The tempera-
ture difference between the horizontal plates 

and the maximum strength of the field are 
fixed.  The magnetic field is strong enough to 
suppress the flow completely in the high mag-
netic flux region of the cell. The fringe zone is 
varied through changing δ.

The flow structures have horizontal dimen-
sions which are typically a few times larger 
than H. As seen in Figs. 3(a,b), the superstruc-
tures outside the field have no preferred orien-
tation, but become aligned perpendicular to 
the longitudinal sidewalls in the fringe zone. 
Furthermore, the vertical velocity fluctuations 
dominate the horizontal ones in the fringe 
zone. The characteristic length of the super-
structures decreases with the increase of the 
local magnetic field strength. 

As the fringe width increases, the magnetic 
field becomes weaker in the strong magnetic 
flux region and stronger in the weak flux re-
gion. The increase of convection in the strong 
flux region is unable to compensate for the 
suppression of convection in the weak mag-
netic flux region, resulting in a decrease of the 
global heat transport with increasing fringe 
width. In the regions of strong flux, the convec-

tion in the bulk gets completely suppressed 
and the flow is confined near the sidewalls. 
The amplitudes of these wall modes away from 
the corners decrease when δ/H is decreased 
from 9 to 1, but begin to increase on further re-
duction of δ. The horizontal field components 
are expected to be important for the stability 
of the wall modes. 

In summary, the present work [3] provides im-
portant information about RBC with spatially 
varying magnetic fields. We expect that the 
same qualitative behavior holds for higher 

stronger thermal forcing. It may change for liq-
uids with different values of the thermal diffu-
sivity.
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Dr. Sam Azadi began his academic career at the International School for Ad-
vanced Studies (SISSA) in Italy, where he received his Ph.D. in theoretical 
condensed matter physics. He then started his research on the problem of 
high pressure hydrogen and has held postdoctoral positions at the Johannes 
Gutenberg University Mainz, Imperial College London, the University of Cam-
bridge and King's College London over the last few years. He is currently a 
Senior Researcher in the Department of Physics at the University of Oxford 
and a visiting scientist at Paderborn University.

The phase diagram of high-pressure hydrogen 
is a challenging problem in condensed matter 
and high-pressure physics. It has been exten-
sively studied since 1935 through experiment, 
theory, and, more recently, computational 
methods. The main interests are the relevance 
of solid metallic hydrogen to room-tempera-
ture superconductivity, the possible existence 
of a metallic liquid ground state, and astro-
physics.

In this project, we used stochastic methods to 
solve the quantum mechanic equations gov-
erning the behaviour of hydrogen molecules 

and atoms under extreme conditions, which 
can be found in the centre of Jupiter. Calculat-
ing the thermodynamic parameters and quan-
tum phase diagram predict the stability of a 
variety of molecular and atomic crystal struc-
tures within different pressure ranges.

The complexity of the problem and the size 
of the quantum many-body wavefunction of 
the systems require a high-performance com-
puting facility for solving the equations. We 
utilised the PC2 cluster to simulate the quan-
tum-driven phenomena in high-pressure hy-
drogen [1,2].
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Fig 1: Solid hydrogen crystal structure

54

Quantum phase diagram of Hydrogen at extreme conditions

53

PROJECTS



ACCURATE 

QUANTUM  

CHEMICAL  

MODELIN
G

Prof. Dr. Bernd Engels

Bernd Engels is professor for theoretical chemistry (W2) at the Institute for 
Physical and Theoretical Chemistry at the University of Würzburg. He was 
the founder and coordinator of GRK 1221 Control of Electronic Properties of 
Aggregated π-conjugated Molecules (2006-2015) and GRK 690 Electron Den-
sity: Theory and Experiment (2001-2004). His research encompasses: UV-vis 
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Theoretical modelling has become an indis-
pensable part of chemistry and physics since 
many effects can only be understood and ex-
plained through cooperation between experi-
ment and theory. In addition to the qualitative 
explanation of observed phenomena, our work 
focuses on the quantitative, i.e., very precise 
simulation of the chemical processes and 
properties. The investigations comprise com-
putations for three different fields. To simulate 
photo-induced relaxation processes in organ-
ic semiconductors, i.e., in the solid state, we 
perform TD-DFT computations using optimally 
tuned functionals while employing our recent-
ly developed protocol (Figure 1). [1]. Within our 
investigations in medicinal chemistry, we use 
force field-based MD simulations which pro-
vide the starting structures for subsequent QM/
MM or QM/QM/MM computations. The target 

of our work is to advance drug development by 
understanding and predicting the effect of me-
dicinal products on enzymes. [2]. Our work in 
the field of inorganic chemistry is aimed at elu-
cidating catalytic mechanisms of highly reac-
tive main group element compounds by means 
of DFT calculations. Computations of the reac-
tion mechanism involve large clusters which, 
beside catalyst and substrate, also include the 
counter ions and explicit solvent molecules.  
[3]. This approach ensures an accurate de-
scription of the molecule environment in solu-
tion which is crucial for negatively charged re-
actants. The PC2 HPC systems provide enough 
computational power to study large and com-
plex systems like enzyme environments, as 
well as photophysical processes occurring in 
the solid state and reactions in solution.
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Fig. 1: TD-DFT absorption spectrum (blue) of a 14-mem-

bered 3D α-perylene cluster with CPCM-simulated 

crystal environment and 40 roots (stick spectrum) at 

the ωB97XD/def2-SVP level of theory as well as ex-

perimental absorption spectrum (red). The calculated 

spectrum has been redshifted by 0.2 eV to best fit the 

experimental data. 
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Ganna (Anya) Gryn’ova is a head of the junior research group “Computation-
al Carbon Chemistry” at the Heidelberg Institute for Theoretical Studies and 
Interdisciplinary Center for Scientific Computing at Heidelberg University. Us-
ing state-of-the-art computational chemistry, she investigates the role of to-
pology in materials chemistry and develops interpretable predictive models 
for emergent properties in functional organic materials.

Functional, topologically complex organic mol-
ecules are rising stars in modern materials sci-
ence due to their biocompatibility, structural 
variability, and wealth of physico-chemical 
properties. Their practical applications often 
involve interactions with small molecular tar-
gets (e.g., gases, small organic molecules, 
drugs, etc.) via relatively weak non-covalent 
forces. Key to these interactions are the topo-
logical features of host materials: arrangement 
of functional groups, pore size, and cavity vol-
ume.

In the ERC-StG-2021 project “PATTERNCHEM: 
Shape and Topology as Descriptors of Chem-
ical and Physical Properties in Functional Or-
ganic Materials” graphenes, covalent-organic 
frameworks, and hyperbranched polymers 
provide a unique foundation for developing 
application-oriented fingerprints of their topo-
logical and non-covalent interaction features. 
Structural descriptors will be developed for 
these materials to reflect their unconvention-
al topologies and facilitate machine-learning 
of their properties. Furthermore, a scheme 
for quantifying the propensity for non-cova-
lent interactions and assessing host-guest 
complementarity at a quantum-chemical 
accuracy will be established. Chemical and 

physical performance indicators relevant to 
targeted applications (e.g., as sensors, filters, 
catalysts, and nanocarriers) will be computed 
in a high-throughput manner with multiscale 
approaches. Finally, structure-property rela-
tionships between computed performance 
indicators and developed descriptors will be 
established and implemented into predictive 
frameworks for functional organic materials.
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Figure. Example architectures of the topologically 

complex functional organic materials, investigated in 

PATTERNCHEM: graphene with defects and vacancies 

(red), hyperbranched polymer (blue), and dual-pore 

Kagome covalent organic framework (yellow).
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 Yevgen Grynko is Akademischer Oberrat at the Theoretical Electrical Engineer-
ing (TET) group at Paderborn University. He studied physics and astronomy at 
Kharkiv National University (Ukraine). During his PhD at Max Planck Institute for 
Solar System Research and Göttingen University he studied optical properties of 
cometary dust and particulate surfaces with numeric simulations. Currently, he 
works on computational photonics and electromagmetic scattering to better un-
derstand the mechanisms of light transport in dense disordered media and light 
backscattering phenomena in optical remote sensing applications.

Light scattering in discrete disordered media 
is a multidisciplinary problem that is solved 
in different fields from optics and photonics to 
remote sensing and planetary science. We are 
interested in the geophysical and planetary 
science optical remote sensing applications. 
In this field, a problem of data retrieval from 
photopolarimetric and spectroscopic mea-
surements implemented for natural particulate 
surfaces like sands, soils, snow and planetary 
regolith is solved. Analysis of this data enables 
characterization of their physical properties 
and extracting information about the complex 
refractive index of the material, particles size 
and the medium topology. This requires nu-
merical simulations of light backscattering 
from model structures that mimic real partic-
ulate surfaces which is challenging because 

of their multi-scale geometry. We apply a full 
wave solution and high-performance comput-
ing to solve the problem. Light propagation 
and interaction with the target structures is 
described by means of Maxwell's equations 
solved with the Discontinuous Galerkin Time 
Domain method. We show that high packing 
density of particles and a high degree of geo-
metrical disorder causes light localization 
and near-field interactions result in a percola-
tion-like light transport determined by the to-
pology of the medium. This makes an impact 
on the backscattering phenomena: the inten-
sity peak and negative linear polarization. 
Therefore, we can reveal the physical mecha-
nisms behind both and establish a connection 
between the model topological parameters 
and its optical characteristics.
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Fig. 2: Electric field amplitude distribution in spherical 

clusters of particles with different packing densities ρ 

and different topologies illuminated by a focused beam 

along Z axis. The figure shows different light transport 

regimes in sparse and dense structures.

Fig. 1: Electromagnetic field intensity distribution in-

side a layer of densely packed dielectric particles illu-

minated by a focused beam from above.
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Dr. Dorian Hanaor

Dr. Dorian Hanaor works as a Lecturer and Research Group Leader at the Chair 
of Advanced Ceramic Materials at TU Berlin. Working as a consultant, engi-
neer, researcher and educator across 5 countries and 4 continents, Dorian 
has integrated practical and computational methods to create new insights 
and ideas in fields of materials science, civil engineering, energy systems and 
physics. Current research activities include mineral-inspired materials, sus-
tainable technologies and processing of materials for biomedical implants.

Density functional theory, by calculating the 
electronic structures of materials, aids in pre-
dicting functional properties. When combined 
with novel predictive and analytical tools like 
high throughput calculations and machine 
learning, Density functional calculations offer 
a robust and cost-effective method for ma-
terials discovery. In this project, we initially 
wished to investigate a group of silicates, and 
similarly complex oxides, for their dielectric 
properties and bioactivity. However, our inves-
tigations led us to a set of new predictions in 
magnetism, thermoelectricity, and catalysis 
that we had not initially anticipated.

The use of sodium silicate 
as a sacrificial template 
for synthesizing novel ni-
trogen-doped carbon with 
excellent supercapaci-
tance, which is attractive 
for energy storage appli-
cations. We also identi-
fied the detailed structure 
of bispropylurea bridged 
polysilsesquioxane, a sili-
cate derivative, with appli-

cations in toxin removal and 
environmental remediation.
Additionally, we investigated the non-collin-
ear magnetic interactions in a group of spinel 
materials in which the spin-orbit interaction 
plays a significant role. Here non-collinearity 
poses a particular computational challenge 
requiring substantially more computational 
resources than standard density function-
al calculations. In the same light, we also 
demonstrated how spin-orbit interaction can 
play a major role in Mg ion’s diffusion in Mg-
3Bi2, demonstrating its suitability for applica-
tion as a Mg ion anode.
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Dr. Sipaz Sharma

Sipaz Sharma is a postdoctoral fellow at the University of Bielefeld; she re-
ceived her PhD from the Indian Institute of Science (IISc), Bengaluru, India in 
2022. Her research area is based on using Lattice QCD techniques to study 
the properties of strongly interacting matter at high temperatures and den-
sities. Her prime focus is on understanding the phase transitions occurring 
between different phases of the strongly interacting matter by exploiting 
symmetries of QCD.

Ten microseconds after the Big Bang, matter 
interacting via the strong force consisting of 
quarks and gluons underwent confinement 
to form nuclear matter and light hadrons with 
up, down and strange quarks as constituents. 
Experimentalists at the Large Hadron Collider 
(LHC) at CERN in Geneva are trying to answer 
whether the formation of hadrons containing 
the relatively heavier charm quark coincided 
with the light hadrons. One of the theoretical 
ways to approach this problem is by carrying 
out numerical calculations of Quantum Chro-
modynamics (QCD) - the theory of strong inter-
actions - in the framework of Lattice QCD.
 

Processes mediated by strong interactions con-
serve various quantum numbers. We can probe 
the confinement/deconfinement transition of 
QCD by analyzing conserved charge distribu-
tions and their higher-order moments. 
 
In particular, comparing various higher-order 
charm cumulants calculated on the lattice with 
the Hadron Resonance Gas (HRG) model predic-
tions signal the melting of charm hadrons. In 
Fig. 1, lattice results of specific cumulant ratios 
for different temperatures are shown. These re-
sults provide evidence for the onset of confine-
ment/deconfinement transitions of charm had-
rons which coincides with that of light hadrons.
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Fig. 1. Lattice results of specific cumulant 

ratios for different temperatures
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Prof. Dr. Axel Ngonga

Axel Ngonga studied Computer Science in Leipzig. He completed his PhD and 
habilitation in the areas of knowledge acquisition and integration respec-
tively. He is now a full professor at Paderborn University, where he leads 
the Data Science group. In his research, he develops full-stack solutions for 
knowledge graphs ranging from knowledge extraction to scalable machine 
learning, and makes them available as open-source software and open data.

Large Language Models (LLMs) require signif-
icant capital to be trained on a large number 
of datasets. Once pre-trained, these models 
have shown outstanding results for zero and 
few-shot learning on new tasks. Although the 
LLMs are changing the AI landscape, the need-
ed resources for training these models are 
mainly monopolized by large tech companies 
such as Google, Meta and OpenAI. 

Recently, the big tech companies have start-
ed releasing their models without the need of 
using private APIs such as OPT-175 from Meta. 
In addition, the BigScience project released 
BLOOM, which is a 176 Billion parameter LLM 
that covers 59 different languages. Here, 1,000 
independent researchers aim to address the 
problem of inherited biases present in the 
current LLMs and claim that it is the first open 
multilingual model of its scale. The idea behind 
this new development is to reduce the carbon 
footprint, allow progress in the AI community 
and support transparency.

One important premise that none of the LLMs 
have taken into consideration is the impor-
tance of grouping languages together using 
language families and scripts. Previous works 
have demonstrated that the performance of a 
LM largely drops when trained along with lan-
guages from different language groups and 
utilizing different scripts. Currently, transla-
tion solutions between languages from differ-
ent scripts such as Chinese to Irish are rarely 
available due to the lack of data and tools. To 
overcome this drawback, we aim to train LLM 
based on the language grouping to (1) enhance 
the multilingual performance of LLMs and 
(2) enable better transfer learning for low-re-
source languages, which are also rarely con-
sidered in existing LLMs.

References

[1] 	 C. Demir, J. Lienen, and A.-C. Ngonga Ngomo, Kronecker Decomposition for Knowledge Graph 
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 Lars Schäfer is the head of the Molecular Simulation group at the Center for 
Theoretical Chemistry at Ruhr University Bochum. After his chemistry stud-
ies at TU Braunschweig, he joined the Theoretical Biophysics department at 
the MPI for Biophysical Chemistry in Göttingen, where he received his PhD 
in 2007. After his postdoc at the University of Groningen, he lead an Emmy 
Noether research group at Goethe University Frankfurt in 2012. He has been 
a Professor at RUB since 2014.

High-concentration protein solutions play an 
important role in both biology and pharmaceu-
tical applications. The cytoplasm of biological 
cells constitutes a densely packed environ-
ment, and the effects of molecular crowding on 
the structure, dynamics, and thermodynamic 
stability of the solvated biomolecules is active-
ly researched. Likewise, for biopharmaceuti-
cals, reaching the high protein concentrations 
in the liquid formulations while maintaining 
protein stability and efficacy is a challenge be-
cause of aggregation, low solubility and high 
viscosity. Such formulation aspects are par-
ticularly challenging for large and conforma-
tionally flexible molecules such as monoclonal 
antibodies (mAbs), which are one of the most 
important classes of biopharmaceuticals. 

From the experimental perspective, character-
izing high-concentration mAb solutions is 
time-consuming and material-consuming and 
thus difficult, especially in the early develop-
ment phase where available material is limited. 
Hence, molecular dynamics (MD) simulations 
are an attractive alternative. However, the large 
system sizes and long time scales needed for 
dense protein solutions pose a tough computa-
tional challenge and require high-performance 
computing facilities, at least when an accurate 
fully atomistic simulation model is desired. 

We performed multi-microsecond time scale 
all-atom MD simulations with explicit solvation 
of dense solutions of a humanized monoclonal 
IgG1 antibody at concentrations up to 250 mg/
ml. The extensive MD simulations enabled the 
computation of the shear viscosity of these 
systems from the pressure fluctuations via a 
Green-Kubo approach with reasonable statisti-
cal precision. The computed shear viscosities 
are well above 10 cP and correspond to with 
experimental values representative for the 
high-viscosity regime of mAb solutions. These 
findings encourage the use of MD simulations 
to predict the viscosities of such dense protein 
solutions and their targeted modulation, e.g., 
by mAb mutations or by excipients.

References
[1]	  P. Garidel, A. B. Kuhn, L. Schäfer, A. R. Karow-Zwick, M. Blech. High-Concentration Protein 
	 Formulations: How High is High? Eur. J. Pharm. Biopharm. 119, 353-360 (2017).
[2]	  A. B. Kuhn, S. Kube, A. R. Karow-Zwick, D. Seeliger, P. Garidel, M. Blech, L. Schäfer. Improved 
	 Solution-State Properties of Monoclonal Antibodies by Targeted Mutations. J. Phys. Chem. 
	 B 121, 10818-10827 (2017).

 Fig. 1: Atomistic 

MD simulation sys-

tem with four antibod-

ies in a periodic sim-

ulation box, solvated 

by water and 150 mM ions. The total system 

comprises over 500.000 atoms.
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Prof. Dr. Kevin Tierney 

Prof. Dr. Kevin Tierney is a full professor for Decision and Operation Technol-
ogies at Bielefeld University in Germany. He holds a B.Sc. in Computer Sci-
ence from Rochester Institute of Technology, an Sc.M. in Computer Science 
from Brown University, and a PhD from the IT University of Copenhagen in 
Denmark. He was previously an assistant professor at Paderborn University. 
His research interests include algorithm configuration, learning to solve opti-
mization problems, and solving logistics problems. His work on Neural Large 
Neighborhood Search won the distinguished paper award at ECAI 2020.

The weather has a major impact on the profit-
ability, safety, and environmental sustainabil-
ity of the routes sailed by seagoing vessels.   
The prevailing weather strongly influences the 
course of routes, affecting not only the safety 
of the crew, but also the fuel consumption and 
therefore the emissions of the vessel. Effective 
decision support is required to plan the route 
and the speed of the vessel considering the 
forecasted weather. We implement a genetic 
algorithm to minimize the fuel consumption 
of a vessel taking into account the two most 
important influences of weather on a ship: 
the wind and the waves. Our approach assists 
route planners in finding cost minimal routes 
that consider the weather, avoid specified ar-
eas, and comply with arrival time constraints. 
Furthermore, it supports ship speed control 
to avoid areas with weather conditions that 
would result in high fuel costs or risk the safe-
ty of the vessel.   The algorithm is evaluated 
for a variety of instances to show the impact 
of weather routing on the routes and the fuel 
and travel time savings that can be achieved 
with our approach.  Including weather into the 
routing leads to a savings potential of over 
10% of the fuel consumption. The application 
of this work in industry therefore has the po-
tential to eliminate thousands of tons of un-

necessary CO2 emissions. Furthermore, we 
show that ignoring the weather when creating 
routes can lead to routes that cannot be sailed 
in practice. Finally, we evaluate our algorithm 
with stochastic weather data to show that it 
can provide high-quality routes under real con-
ditions even with uncertain weather forecasts. 
(Joint work with Dr. Stefan Kuhlemann)

Reference

[1]	 Kuhlemann, S., Tierney, K., A Genetic Algorithm for Finding Realistic Sea Routes Considering 
	 the Weather. J Heuristics 26, 801–825 (2020). https://doi.org/10.1007/s10732-020-09449-7

Figure: Our algorithm chooses the southern route 

(black line) to avoid bad weather, shown in shades of 

red, along a ship's path from Hamburg to New York City. 

Even though this route is 4% longer than the northern 

route (gray line), it uses 3.2% less fuel (credits: Kuhle-

mann/Thierney CC BY-SA 4.0).
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Prof. Dr. Benjamin Stich

From 2000 to 2004, he studied agricultural biology at the University of Hohen-
heim. After completing his doctorate in 2007 at the Institute of Plant Breeding, 
Seed Research and Population Genetics at the University of Hohenheim and 
his habilitation in 2010, he became an adjunct professor at the University of 
Hohenheim in 2015. He is Director of the Julius Kühn Institute (JKI) and Head of 
the Institute for Breeding Research on Agricultural Crops at the JKI and holds 
the professorship for "Breeding Utilisation of Plant Genetic Resources" at the 
Faculty of Agricultural and Environmental Sciences in Rostock.

GAIN4CROPS aims to boost plant productivity 
using novel strategies to minimize the ineffi-
ciencies of photorespiration. This process re-
duces CO2 assimilation efficiency and, thus, 
biomass yield and agricultural productivity. 
The project aims to improve the efficiency of 
the most common photosynthetic metabolism 
in plants, the C3 metabolism, by following a 
stepwise approach. To achieve the goals of 
this project, we will develop high-quality draft 
genome assemblies and annotations for tens 
of Asteraceae species which contain different 
photosynthetic traits such as C3, C3-C4 and 
C4. Genomes will be sequenced using a com-
bination of short- and long-read technologies. 
We will use various state-of-the-art computa-
tion tools to assemble the genomes, followed 
by their functional annotation. The computa-
tional tools require highly sophisticated high-

end servers, for example, genome assembling 
tools like Supernova, Canu, and Helixer. We 
will analyze these datasets in conjunction 
with phenotypic information by employing 
across-species association mapping to unravel 
the genetic architecture, including regulatory 
elements, underpinning C3-C4 intermediacy by 
quantitative and statistical genetics approach-
es. Finally, we will integrate these genomic and 
phenotypic datasets to generate a prioritized 
catalogue of candidate alleles to be introduced 
into C3 backgrounds by genome editing and 
transgenesis. So far, we have completed most 
species' genome assembling and annotation, 
and the planned downstream analyses are on-
going. For more details, please log on to http://
gain4crops.eu/.
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TRAIN
IN

G

TEACHIN
G

WORKSHOPS As HPC systems are complex and require spe-
cialized knowledge and skills to operate effi-
ciently, we offer targeted training programs to 
satisfy the diverse needs of our users. Our aim 
is to enable researchers to fully utilize the ca-
pabilities of the system, develop best practic-
es for software optimization and performance 
tuning, and ultimately drive scientific discovery 
and innovation. Embedded in the educational 
efforts by the national high-performance com-
puting alliance NHR (https://www.nhr-verein.
de/kurse-und-workshops), our training events 
and workshops are generally open to all mem-
bers of German research institutions.

Our course program has offerings for all skill 
levels and includes basic HPC qualification 
courses, mini-tutorials, as well as focused, in-
depth training. To provide forums for scientific 
exchange between our users, we regularly or-
ganize domain-specific or computing technolo-
gy-specific workshops and courses. Finally, for 
students at Paderborn University, HPC-related 
subjects are taught as part of the curriculum of 
the Computer Science and Computer Engineer-
ing tracks by members of the Paderborn Center 
for Parallel Computing.
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HPC QUALIFICATION PROGRAM

Empowering more researchers to use high-per-
formance computing resources is one of the 
main missions of PC2. Our HPC qualification 
program for researchers and students (http://
pc2.de/go/training) is tailored to this goal with 
courses composed of lectures and hands-on 
sections. The program is offered on a roll-
ing basis and has a “ladder” structure where 
courses build on top of each other. This allows 
participants to join at any time and enter at 
a level that suits their prior HPC knowledge. 
Each course is accompanied by a self-assess-
ment test that helps potential participants to 
judge their level of experience.

Our “HPC course ladder” currently consists of 
four training modules. The first course is a ba-
sic, one afternoon Linux introduction course 
for users who are new to UNIX-like operating 

systems and using a shell. The second ele-
ment is titled "HPC Introduction Course" and 
informs participants about the available com-
puting resources and compute time proposals, 
the SLURM workload manager and job scripts, 
as well as the basics of running parallelized 
programs on the cluster systems at PC2. The 
third module is a full-day course and covers 
more advanced topics of HPC. Specifically, 
it explains the various levels of hierarchy in 
modern HPC systems and touches on topics 
such as profiling, scaling analysis, pinning, 
software containers and accelerators. Finally, 
the fourth course focuses on "Performance En-
gineering" and is aimed at research software 
developers. It discusses common bottlenecks 
and performance patterns at a source code 
(and sometimes even assembler instruction) 
level and introduces low-level tools for effec-
tively monitoring the performance of code on 
our hardware.

Training, Teaching and Workshops

SELECTED WORKSHOPS 
AND EVENTS ORGANIZED BY PC2

Lecture: High-Performance Computing 
(Master CS, CE)    

Prof. Dr. Christian Plessl
Winter term 2020/2021 and  

Summer terms 2021 and 2022

Lecture: Advanced Computer 
Architecture (Master CS, CE)

Prof. Dr. Christian Plessl
Winter term 2020/2021 and  

Winter term 2021/2022

Lecture: Architektur Paralleler 
Rechnersystem (Master CS, CE)

Dr. Jens Simon Summer term 2020

Project group: HPC Performance 
Almanac (Master CS) 

Stefan Rohde, Prof. Dr. Christian Plessl
Winter term 2021/2022 and  

Summer term 2022

System design team project: 
Performance-Monitoring for 

Supercomputers (Bachelor CE)
Dr. Robert Schade Winter term 2020/2021

PC2 User Day

Annual meeting to provide a platform for scientific exchange and 
networking between users of the PC² infrastructure. The event consisted 

of three sessions: general updates from the compute center, user-
provided talks from various domains, and upcoming developments at the 

PC². These events also include a poster session and a coffee break for 
networking and questions.  Updates by PC² staff regarding upgrades to 

the HPC infrastructure. 

November 3, 2022,

November 10, 2021, and

November 26, 2020

Julia for High-
Performance 
Computing

Four-day course on the Julia programming language as a modern 
approach to high-performance numerical computing. Co-organized by 

HLRS. Participants learned the foundations and features of Julia, such as 
multiple dispatch, type inference, and parallelism. They also practiced 

how to write efficient and expressive code in Julia, and how to use NVIDIA 
GPUs for offloading computations.

September 20-23, 2022

Hands-on Course on 
Density-Functional 

Calculations - 
International CP-PAW 

Autumn School

This block course introduced first-principles electronic-structure 
calculations for physicists and chemists. The participants learned the 
theoretical and practical aspects of methods and materials using the 
CP-PAW code. The course also offered an optional second week for a 

self-study project and a seminar presentation. The course was offered 
simultaneously at Göttingen and Paderborn.

September 12-23, 2022

Introduction to Noctua 
1/2 for New PC2 Users 
+ Migration Courses

Two migration courses for users who were switching from one cluster 
system to another. The first course was for users who were moving from 

Noctua 1 to Noctua 2, and the second course was for users who were 
moving from OCuLUS to Noctua 1. Both courses covered the basics 

of the new system, such as hardware, file systems, software and job 
management. Both courses also had a hands-on session.

May 5 and May 25, 2022

Advanced Research in 
Quantum Chemistry 

and Solid State Physics 
with ORCA, CP2K, 

TRAVIS, and CP-PAW

Workshop on computational spectroscopy using the quantum chemistry 
program CP2K with scientific talks by Jürg Hutter, Thomas D. Kühne, 
Marcella Iannuzzi, Matthias Krack and others as well as hands-on 

sessions organized in collaboration with the Dynamics of Condensed 
Matter Research Group of Thomas D. Kühne.

April 7–8, 2022

oneAPI for CPUs, GPUs 
and FPGAs: Overview 

and Hands-On

Workshop that introduced the participants to oneAPI, a cross-industry, 
open, standards-based unified programming model that delivers a 

common developer experience across multiple accelerator architectures. 
The workshop introduced the new development environment and taught 

the participants how to program GPU and FPGA code with oneAPI and 
how to migrate GPU code from other programming models like CUDA. The 

workshop also included hands-on sessions to apply the concepts with 
exercises using Intel’s oneAPI product.

December 2, 2021

International Winter 
School on Electronic 

Structure Calculations

Winter school on how to perform efficient electronic structure 
calculations as well as ab-initio molecular dynamics calculations for 

molecules and solids. The school included lectures from experts in the 
corresponding methods and codes as well as hands-on tutorials. The 

participants learned how to use various software packages and tools for 
performing and analyzing DFT and QMC simulations on high-performance 

computing systems.

February 10-14, 2020

SELECTED LECTURES AND COURSES ON HPC TOPICS TAUGHT BY PC2 STAFF
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◆	 Optimization of Optical Waveguide  
Antennas for Directive Emission of Light

	 H. Farheen, T. Leuteritz, S. Linden,  
V. Myroshnychenko, J. Förstner, Journal  
of the Optical Society of America B 39 
(2022) 83.

◆	 Numerical Analysis of the Coherent Mech-
anism Producing Negative Polarization at 
Backscattering From Systems of Absorb-
ing Particles

	 S. Alhaddad, Y. Grynko, H. Farheen,  
J. Förstner, Optics Letters 47 (2022) 58.

◆	 In-depth FPGA Accelerator Performance 
Evaluation with Single Node Benchmarks 
from the HPC Challenge Benchmark Suite 
for Intel and Xilinx FPGAs using OpenCL

	 M. Meyer, T. Kenter, C. Plessl, Journal of 
Parallel and Distributed Computing (2022).

◆	 MUSCAT: MUS-based Circuit Approxima-
tion Technique

	 L.M. Witschen, T. Wiersema, M. Artmann, 
M. Platzner, in: Proc. Design, Automation 
and Test in Europe (DATE), (2022).

◆	 Modelling Film and Rivulet Flows on  
Microstructured Surfaces using CFD  
Methods

	 R. Bertling, M. Hack, I. Ausner,  
B. Horschitz, S.A. Bernemann, E. Kenig, 
Chemical Engineering Science 251 (2022).

◆	 Early Time Behavior of Spatial and  
Momentum Anisotropies in Kinetic Theory 
Across Different Knudsen Numbers

	 N. Borghini, M. Borrell, H. Roch,  
ArXiv:2201.13294 (2022).

◆	 Even Anisotropic-Flow Harmonics Are From 
Venus, Odd Ones Are From Mars

	 B. Bachmann, N. Borghini, N. Feld,  
H. Roch, ArXiv:2203.13306 (2022).

◆	 Linearly Shifting Ferromagnetic Reso-
nance Response of La0.7Sr0.3MnO3 Thin 
Film for Body Temperature Sensors

	 W. Hou, Y. Yao, Y. Li, B. Peng, K. Shi,  
Z. Zhou, J. Pan, M. Liu, J. Hu, Frontiers of 
Materials Science 16 (2022).
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◆	 Dataset for Random Uniform Distributions 
of 2D Circles and 3D Spheres

	 M. Wojciechowski, Data Brief 43, (2022) 
108318.

◆	 Inverses Verfahren zur Bestimmung vis-
koelastischer Materialparameter

	 S. Johannesmann, Proc. Workshop Mess-
technische Anwendungen von Ultraschall, 
Drübeck, 2022.

◆	 Light Backscattering From Numerical  
Analog of Planetary Regoliths

	 Y. Grynko, Y. Shkuratov, S. Alhaddad,  
J. Förstner, in: Proc. 16th Europlanet  
Science Congress, 2022.

◆	 AI Assisted Interference Classification  
to Improve EMC Troubleshooting in  
Electronic System Development

	 J. Maalouly, D. Hemker, C. Hedayat,  
C. Rückert, I. Kaufmann, M. Olbrich,  
S. Lange, H. Mathis, in: Proc. 2022 Klein-
heubach Conference, IEEE, 2022.

◆	 Entwicklung eines innovativen Trennap-
parates zur Stickstoffrückgewinnung aus 
landwirtschaftlichen Abfällen

 	 S.A. Bernemann, J. Makowiak,  
J. Makowiak, R. Bertling, N. Lutters,  
E. Kenig, in: Proc. Jahrestreffen Fluidver-
fahrenstechnik und Hochdruckverfahren-
stechnik, 2022.

◆	 Untersuchung von kleinskaligen Flüs-
sigkeitselementen auf mikrostrukturier-
ten Packungsoberflächen

 	 C. Dechert, E. Kenig, in: Proc. Jahrestreffen 
der ProcessNet Fachgruppen Fluidver-
fahrenstechnik und Hochdruckverfahren-
stechnik, 2022.

◆	 Broadband Optical TO5 Antennas for  
Directional Emission of Light
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We invite you to get in touch with us. If you 
have further questions or if you would like to 
become a user of our HPC infrastructure.

The process of applying for access to our sys-
tems
is explained on our website
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in the “HPC Services” section. If you have fur-
ther questions please feel free to get in touch 
with our technical advisors via email to:
pc2-support@uni-paderborn.de.

For questions related to our research activities, 
please feel free to directly contact Prof. Dr. 
Christian Plessl, the director of PC2, via email  
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To stay informed about PC2 news, subscribe to 
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